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Abstract

In this dissertation we introduce the Doi-Peliti formalism to stochastic models. The
detailed derivation of such field theoretic method is illustrated in a standard non-
equilibrium stochastic process - the reaction diffusion process. We then present under
such formalism, the observable is approximated via the perturbation theory and Feyn-
man diagram. Examples with branching random walk and an imaginary model is

shown.
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Chapter 1
Introduction

In this dissertation we are interested in the parallels between quantum field theory and
stochastic process. Stochastic process is a time dependent observable that depends on
sequence of random events, This model is widely used in various area such as grown of
bacteria population, molecule dynamics, chemistry reaction, information theory and

finance.

Quantum field theory is a theoretical framework developed starting in 1920s ,com-
bining classical field theory and quantum mechanics to study interaction of subatomic
particles[1]. The path integral formulation in Quantum field theory was initially in-

troduced by Dirac [2] and subsequently advanced and popularized by Feynman [3].

The parallel between Quantum field theory and stochastic process is first noticed
and introduced by Doi[4],[5], later developed and formed a comprehensive formalism
by study of Peliti [6],[7],[8], Grassberger and Cardy|[9],[10].

Stochastic processes is primarily studied in two equations: the Fokker-Planck
[11][12](and equally Langevin equation[13]) and the master equation [14].There are two
main field theoretic approach in non-equilibrium statistical mechanics, the first one
starts with Langevin equation proceeds through path integral. is detailed illustrated
in Vasil[15] and Tauber[16].

The second one is the Doi-Peliti formalism which is our focus in this dissertation,
it starts with master equation expressed in states and operators, it is well reviewed
and summarised by Cardy[17],[18],[19] and Pruessner[20]. The Doi-Peliti formalism is
now known as common technique in the study of non-equilibrium stochastic process,

such exact method can be applied at and away from the critical point, and it enables



Chapter 1. Introduction

us applying approximation schemes, like the renormalization group and diagrammatic

perturbation theory to the process.

In this paper we will construct the Doi-Peliti formalism with a standard reaction-
diffusion model, followed the detailed instruction by Pruessner’s note in chapter 6 in
[20] with my calculation in each step.This paper is organized as followed. In chapter 2,
we will derived the master equation from reaction-diffusion process and introduced the
second quantisation of master equation in creation and annihilation operator and occu-
pation number state. In chapter 3, we introduce the method of transition of the master
equation to field theory. In chapter 4, we show all the non-bilinear term will be treated
operturbatively and enter the system as loop expansion in diagrammatic expression,
we followed Pruessner’s choice, take random branching as example to illustrate how
to find the correction from Feynman diagram. In chapter 5, we consider a random
choice of a imaginary model that might not have a clear physical interpretation, and

perform the Doi-Peliti formalism.




Chapter 2

Second Quantisation

2.1 Diffusion and reaction process

Now we aim to establish the standard model of a simple reaction diffusion process,
here we choose to consider the system within a finite d dimensional lattice Z? and the
particles are randomly hopping to the nearest neighbouring site with a hopping rate,
denoted by H. This is a Poisson process, which means that for each infinitesimal time
step At, each particle will only engage in at most one such event, and the probability of
each event remains the same. Taking to the continuum limit, this process is recognized

as diffusion.

For such model we will also consider the spontaneous creation and spontaneous
extinction, which means for every sites, particles may undergo extinction with a Pois-
son rate € and particles will be created with a probability density S. In subsequent
discussions, we will extend our consideration to include additional reaction such as
branching and annihilating random walk, for now our current focus remians on the
simple standard model to illustrate how the field theoretic method apply to such model

and we will see the method can be easily generalised to more complicated model.

For start we will write down the master equation for the model and then find the
field theoretic representation for it. We will consider the master equation for diffusion

and spontaneous creation and extinction separately.

On our d-dimensional lattice, ¢ = 2d unit vectors denoted by e exist. These
vectors comprise d pairs of basis vectors, each pointing in opposite directions. We

denote the site coordinates by x, and particle hopping takes place between x and its

4



Chapter 2. Second Quantisation 2.1. DIFFUSION AND REACTION PROCESS

neighboring site x + e.

Following the notation in Pruessner’s work([20], let us consider the probability,
denoted as P({ny};t), of finding the system with ny particles located at site x at time
t. Here, ny represents the set of particle numbers present on each site x within the

lattice.

Master equation describing the evolution of the probability for a process transi-

tioning from state « to state 3 takes a general form

dP a t ZRBHQ 67 ZRQH,BP(& t)
B

with Rg_,, is the rate of transition from state 3 to a.

Consider a system with only diffusion, the evolution of probability of finding the
system in state {ny} over time comprises two components: first, where the state {ny}
originates from another state, and the second one is where the state {ny} transitions
into different states. To analyze the process leading to {nx}, we shall narrow our
focus to a specific site denoted as x. The state that could reach state {ny} is which a
neighbouring site of {ny} having a extra particle and the site x lacks one particle. A
particle then undergoes a single hop from this neighboring site to ny with a hopping
frequency of H/q. Consequently, the overall influx contributing to the probability
P(ny;t) is

a 3" (e + 1) P ({n — Linere + 1} 51)

q

e

where the notation P ({n, — 1,n,,. + 1} ;) represents the state where there are n, .+
1 particle at site x + e—one more than the desired count, and n, — 1 particles at site
x—one less than the targeted state. The summation ) runs over total q nearest
neighbouring site. The factor (nxi e+ 1) arises from the particle count on site x + e as
each particle may participate in diffusion independently hence contribute to the total

rate of transition.

For the outflow of the probability P(ny;t), consider at state {ny}, there are ny
particles at site x hopping out with the rate H, the outflow of the probability P(ny;t)

is Hn,P ({n,};t). Hence taking into account the process at every site in the lattice,

5



2.2. STATES AND OPERATORS Chapter 2. Second Quantisation

the master equation for diffusion is

P ({nx}:t :—Han ({nx}:t) + — ZZ Nxge + 1) P ({nyx — 1, nyye + 1} ;

:_ZZ Nxte + ({nx 1,nx+e+1};t) — nx P ({nx};t))

(2.1)
with the notation P({nyx — 1},t), we have to impose the condition P({n},t) = 0 for

any negative n, to avoid the occur of a negative particle number.

Next we will consider the case involving solely spontaneous extinction and cre-
ation processes.Following a similar approach as in the case with diffusion, the process
of spontaneous creation disregards the current particle number on the site, conversely
the probability changes due to spontaneous extinction with extinction rate 3 is pro-

portional to the current particle number n,,hence

P ()i Dere =S¢ (1 + 1) P ({1 + 1} 51) — 1P ({1} 1)

(2.2)
+ 37 B(P (s — 13:6) = P ({ne} 1))

Given the independence of diffusion, extinction, and creation processes, we can
superimpose the master equation. Therefore, the resulting equation describing the

entire system is as follow:

{nx} t Z Z Nxte + 1 ({nx — 1, nxte + 1} ) t) —nx P <{nx} ) t))
+Z (nx + 1) P ({nx + 1} ;) — n P ({0} ;1)
+Zﬁ (P ({nx —1};t) = P ({nx};t))

2.3)

For the rest of the discussion of constructing field theory approach, we will stick
to the model

2.2 States and operators

To study the master equation 2.3 in field theory, we shall first convert it into second

quantisation representation in operator and states in Fock space. We introduce the

6
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Chapter 2. Second Quantisation 2.2. STATES AND OPERATORS

occupation number representation of set of normalised basis vectors [{ny}). These

basis satisfies the orthogonality as

({x} [{mc}) = T ] O

For example, a particular state with occupation number as [{0,1,2,3,4,5}),
then its orthogonality with bra-basis shows ({0, 1,2,3,4,5}|{0,1,2,3,4,5}) = 1 and
({0,1,2,3,4,6}|{0,1,2,3,4,5}) =0

The vacuum in this occupation number representation is defined to be a empty

space, which is a state |0) = |{ny}) such that V,n, = 0.

From the basis we can construct the mixed state as

() = 3 P ({na:0) |{ne})
{nx}
the summation of {ny} is over all possible occupation number, and each basis is
weighted by the probability of that state. In fact the mixed state acts like a probability
generating function. The mixed state act on a particular state give the probability of

that state straightforward,
{nx} [ 9(1)) = P ({nx} ;1) (2.4)

Similar to the standard quantum mechanics setting, we define the creation and

annihilation operator act on the occupation number basis as:

At o

a'(x)|nyg) = |nx +1

() Ins) = o+ 1) 05
a(x) [nx) = nx [nx — 1)

Here for simplicity we abuse the notation |ny) a little bit, this represents a state with

ny occupation number specifically at site x.

Similarly, those operator act on bra vectors as,

(nx| dT(X) = <nx - 1| (2.6)
(ny|a(x) = (nx + 1) (nx + 1

Following these definition, we have some useful calculation and properties, first

the commutation relation can be verified by the occupation basis easily,

(nx

[a(x),a'(x)] | nx) = (nx |a(x)a’(x) — @' (x)a(x)| nx) = (nx + 1) —nx =1




2.2. STATES AND OPERATORS Chapter 2. Second Quantisation

Similar calculation gives the full commutation relation in different point in space

[&(x),dT (X/)} = Oxx!

An useful operator is the particle number operator, which has the occupation

number vector as its eigenvector and give the particle number as its eigenvalue:

df(x)d(x) [1x) = x| 1) (2.7)

From the knowledge of statistical mechanics, the expectation of particle number

evaluated at a position y at time t is

(n)(yst) =Y P({n<}:t)ny (2.8)
{nx}

Notice the observable is not measured in the familiar way we have in quantum
mechanics like ()|O]1)).

To measure the observable, we need to introduce a special state called abyss,
which is a vector that will project any state to unity. To fulfill such property, the
abyss shall take the form

(@ = ({na}]
nr)

It is clear that applying abyss to arbitrary state [{ny}) will have (® | {nyx}) =1 due

to the orthogonality relation of state.

Hence we have the expectation of particle number can be evaluated by applying

{nx}>

(2.9)
{nx}>

the abyss and our mixed state as
(n)(yst) = (@ |a'(y)a(y)| ¢(1))
-~ <‘I> > P ({nx};t)al (y)aly)

= <‘1> Y P({n<}it)ny
:ZP(nx;t)ny

From Eq 2.6, it is easy to show that a bra vector can be written as power of

annihilation operators act on vacuum, which is (0|a"(y) = n!(ny|, for now we drop the

8
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position y and only focus on the occupation number, and similarly we can write the

abyss state in the same way, which is

o0

1 n a
(@ =) (nl ZZH@IG = (0le
n n=0
More importantly, the creation operation act on the abyss as
(®laf = (nlat =0+ (n—1] = (| (2.10)
n=0 n=1

The abyss is invariant under the creation operator, from this it is natural to keep
our operator normal ordered,which means always keep all the a' on the left hand
side to ease the calculation when evaluating by projected to abyss, which is how the
observable will be evaluated in the further discussion. From now on we will keep the
operator in normal order, this can always be done the using the commutation relation

aal = ata + 1

2.3  Master equation

Now we start to transform the master equation 2.3 in the language of state and op-
erators. When look at the LHS of Eq2.3, it is natural to consider taking the time

derivative of the mixed state as

d d
Zlo(e) = = > P({ny}:t) [{nx})

{nx}

We wish to transform the master equation into the time evolution equation of the

state as:
d R
Zl(®) = A ()

where A act as time evolution operator. The operator A can be found from the RHS of
the master equation 2.3, remind that the master equation contains three components
of the process, we will also translate the operator into three terms, diffusion with
hopping rate H, spontaneous creation with rate § and spontaneous extinction with

rate g,

A:AH—l-Aﬁ‘f‘Ae
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Set behind the diffusion term for a second, let consider the creation term first,
it is the easiest term and illustrate the procedure.Taking the creation term in master

equation and act on the mixed state

Al (1)) = Y3 8P ({na = 1358) = P ({n} ; )} [{nx})

x {nx}
—225 (n—1)[n) — P(n)|n))
—BZZ (n—1)a'ln —1) = P(n)[n))

Notice here we drop the notation for position and time for simplicity. Note that in
first term there is a undefined state | — 1), but with restrict P(—1) = 0 help us avoid
such term, so we can sum up from n = 1 and rearrange the occupation number in first

term will gives,

Aslp()) = 8 (P({nx} 1 1)a[(x) {nx}) = P({nx} ;)| {nx}))
x A (2.11)

—BZ x) = D[y(t)

The extinction part can be proceed in a similar way, from Eq 2.3,

A1) =e DY (e + 1) P ({nsc+ 1} 58) — P ({n} 51)) )
x {nx}

=Y D> ((n+1)P(n+1)n) —nP(n)n))

x n=0
Again we drop the position and time for a second and only focus on occupation number,

and recall the property of @, a' and aaf,

ZPn+1)(n+1|n ZPn+1a|n+1 ZP )aln)

n=0

ZP(n)n\n ZP a'aln)

the first line holds since a|0) = 0. Similarly we have the operator for extinction,

Al(t)) = e (x)a(x)) (2.12)

(some standard procedure to apply)

Finally we consider the diffusion terms, this one is trickier than the previous two

since there is a term P ({nx — 1,nxye + 1};t) in it, and (x + e) here describe the

10



Chapter 2. Second Quantisation 2.3. MASTER EQUATION

feature of lattice structure, the diffusion term is

Aul6(0) = 5 3 30 3 (s + 1) P ({1 = Lmsse  1}56) = naP () 1)} )

{nx} X e

The second term works just like what we did for extinction term, it is just —% Yo alf(x)a(x),

for the first term again we slightly abuse the notation as

T Z Z Z Nxte + {Tlx —1 s Mxte + 1} ) |{nX:nx+e}>

{nx} X e

=—ZZan+e+1 ({rx = 1y e + 13 16) @ () {nx — 1, nre})

T < e

=—ZZZP {nx — 1, ixre + 1} 18) a(x + €)1 () {nx — 1, nse + 1})

{nx} X e

We can now absorb the probability term and basis state into the mixed state,

combining the term —% S af(x)a(x), we have the expression for diffusion operator

Ay == ZZ (x)a(x + e) — af (x)a(x))
:—ZZ x)(a(x+e) — a(x))

It looks in a nice form, but still not what we want for later calculation, consider

the following identity
(a'(x+e) —a'(x)) (a(x +e) — a(x))) = —a'(x)(a(x+e)—a(x))—a' (x+e) (a(x) —a(x+e))

The first term and second term is in a similar form, the first term represent the process
particle hop into site x and hop out from x, and the second term represent the exact
same process at site x+e. When sum over ) |_>" . these two term become the double

of the expression in A. Hence the diffusion operator can be written as

ZZ (x+e)—al(x)) (a(x + e) — a(x)) (2.13)

11



2.3. MASTER EQUATION Chapter 2. Second Quantisation

Combine terms Eq 2.11, 2.12 and 2.13,the full expression of A is

A=) (aly) —a'(y)aly))
As =8 (a'(y)—1) (2.14)

A = =5 33 (@l + )~ 1) (aly + ) — aly)

From the method we translate the master equation into operators, we find the
key is to first apply the | {nx}) to the probability terms, and using the properties of
creation and annihilation operators to eliminate all the occupation number related
factor and rearrange the occupation number to match the particle number in the
probability, then the operators can be move out the summation and be absorbed into

mixed state.

From this chapter we see the method of second quantisation for a reaction diffusion
process, as long as we are given the master equation of the process. For now we do not
see any season a general Poisson process that can not be translate to such operator

form.

In next chapter we will show the method to translate the problem into quantum

field theory paradigm.

12



Chapter 3

Field theory

In this chapter we will transfer the master equation to quantum field theory. This
can be done canonically similar to quantum field theory allowing us to derive the
corresponding propagator and the Wick theorem. However in this article, following
the method by Pruessner [20], we choose a more algebraic and rigorous way to discuss
the exact calculation in the methods, and it will terms out a simple substitute of a, a'
by ¢ and ¢* yields the desired outcome. Starting from the master equation and the

time evolution operator.

The master equation in state and operator is:

Lofe) = Aot . where A=A+ Ay + Ad

A straightforward solution to this equation is [¢(¢)) = eA|1)(0)), hence the ex-

pectation of a observable is

(©0) = (@ 0] v(t))

<<I> ‘(’je“‘it ¢(0)>

Now we introduce a initialisation operator J to generate the initial state [¢)(0))

from vacuum |0), as

J10) = [1(0))
The expectation of observable becomes act on empty state
(O) = <<1> ‘@eAtj’ 0> (3.1)

13



3.1. CONSERVATION OF PROBABILITY Chapter 3. Field theory

3.1 Conservation of probability

In this section we will investigate the consequence of conservation of probability, and

it shows that A can be properly rewritten under a shift of operator, called Doi-Shift

First consider the expectation of identity operator using equation 3.1, obviously
it should be a identity

(@1 (1) = (e (0)) =1 (3.2)

If the conservation of probability holds, also remind the property of abyss state,

at time t = 0 there is

(@(0)) = > P({nx}:0) (@ {nx}) = ) P({nx};0) =1 (3.3)

{nx} {nx}

Combining Eq 3.2 and 3.3, we have <<I> ‘e"it - 1‘ w(0)> = 0, by assuming the

convergence, expand the operator in a small time t near ¢ = 0, we required

(@[(A1) + (AD?/2 + (AD?/3 + - [(0)) = 0

In fact we further required (®|.A"[4(0)) = 0 for all n > 1, we will examine the
case (®|Al(0)) = 0,in fact we can use the master equation and by conservation of

probability

(@ ! =Y P({nx}, 0)(@{nx}) = (@|A[¢(0)) =

{nx}

Since we choose [1(0)) randomly, this shall hold for arbitrary [¢(0)), hence we

shall show that for every occupation state |{ny})

(@A {nx}) =0

Remind that we keep all our observable in normal order, all the creation operator
are on the left, we consider those creation operator act on the abyss from the left, as
the abyss is invariant under the creation operator from the left, as Eq2.10. Then we

have
(| A{nx}t) = (P[A{nx})
where A’ is obtained by setting all creation operator to unity in fl, hence it can be

written as a polynomial of annihilation operators as

14



Chapter 3. Field theory 3.1. CONSERVATION OF PROBABILITY

here we alter the coefficient by since it will give a clearer expression in later calcu-
lation. Hence drop the position and focus on the occupation number now, for n order

term

Qo o
(@|ﬁa|n) = ﬁn(n — 1) (n=m){(®n —m) = C} a,
notice that this is nonzero for n < m.

The equation for transformed A’ is then

(®|A'|n) = Z 0t
We will prove this is zero by induction, clearly for n=0 we have ay = 0, and a; = 0

for n=1, and by induction all coefficient «,, = 0.

Now we have prove that (®|.4|n) for all occupation number n as required. Another

result is that when act A to the abyss from the left vanishes

(DA = (B|A=0

This result shows that abyss is invariant under left operation of time evolution as

(@] exp(At) = (®(1 + At + ---) = (D

More importantly, since all coefficient «,, = 0, we have shown that setting all cre-
ation operation in A to unity, the operation vanishes. This means we can "decompose”

A to some operator with a factor (' — 1), so A can be rewritten as

=) a(x)A(x)

where we introduce a shift ' — 1 = @ called Doi-shift, and A(x) is some operator we
obtained after making the shift. It is not only we extract a factor af — 1, we can even

further have that all creation operator in such A(x).

We do not make the transform now, later we will show the operators with all the

creation operator a! Doi shifted to a.

15



3.2. IMPORTANT INTEGRAL Chapter 3. Field theory

3.2 Important integral

Instead of further investigating A, in this section we will focus on a complex integral,

which will prove highly useful in subsequent calculations

[:/ dw/ dye "2 M (3.4)

where the complex variable is z = x + 1y, 2" = x — 1y, and in polar coordinate

0 2*z r

. . _ B S
z =re"? 2 = re ® the exponential part becomes e = e " , the product becomes

SAnm rn—i—meiﬁ(m—n)

Transform the integral to polar coordinate

[:/ dx/ dye_TQT”J“mew(m_")

oo 2m
_ / dr / dQTl+n+m6_T2 6i9(m—n)
0 0

Recall for integer n, m, the integral fozﬂ df exp(if(m — n)) is zero, unless m = n

then it gives 27, and by substitution u = r?, we have the integral

oo o0
_p2 _
I = (5mn27r/ rime =" dr = 5mn7r/ ue "du = §,,,mn!
0 0

Introduce the wedge product, it is anticommute hence v A w = —w A v and
v A v =0, hence we rewrite dzdy as
dz" Ndz = (dx —idy) A (dx + idy) = dz A dz + idx A dy — idy A\ dx + dy A dy
= 2idx A dy.

Absorb the pre-factor m and 24, the integral can be rewritten as

dz* Nd .
I = /%ez 22 = O (3.5)

Note that in the integral z is a dummy variable, we can further substitute it to

dz* Nd .
/ S O (o 4 ) (2 4 €)™ = Gl
T

In fact we would like to show that the equation still holds for z* shift to (z 4 ()*
with £ # (, hence we will be treating the shift in z and z* independently.

16



Chapter 3. Field theory 3.2. IMPORTANT INTEGRAL

In the following we will show that

dz* A d :
Lon(C,€) = / A2 Nz ey 4+, 1 )5 4 )7 = 5!

211

First we make the shift z = z — {, and later substitute u = & — ¢

dz* Nd
Ln(6,6) = [ T expl(—2"(z 6 = )2z 46— O

/ dz* N\dz —z%z _—z*u *n( + )m
= —¢€ e z z u
271

dz* Ndz . = Voul o=
:/ 227T ZZZ{ *n ' szumjcjm}

= 7=0

dz* Ndz ., o=
- [ 225

=0 j=

1

Cm W™ () g

This returns to the integral we have obtained as Eq 3.5, hence the only terms in the
summation that contribute is when n 4+ ¢ = j. As 7 < m and n < j, so the integral
is zero for n > m. We have make the shift 2 = z — (, on the other case, we can also
instead shift z to z — &, we can achieve the similar conclusion that integral is zero
for n < m. We have now resume 9,,,, we will show the rest by assume n < m. By
substitute £ = j — n and keep two powers of u for now, we will see that these two

factor u reform the binomial expansion as

mzm]+

man n—H] ]'

: k, k, m—n—k —n
= NT(Cpykykymnhom

|
=" _(u—u

(m —mn)! e

we will see the 9,,, is also shown in the result, and the integral is m! for m = n, so we

have

Lon(C, &) = / QNI 049, (o ) = Gl (36)

211

17



3.3. ACTION OF FIELDS Chapter 3. Field theory

As a natural extension, consider a polynomial f(z,z*), the similar result can be

obtained for a substitution of (z 4+ ¢)* and (z + &)

dz* Adz . 4z Nd :
/ < /\' Zefz f (Z*, Z) _ / < /\. Zef(erC) (Z+f)f (Z* +( 2+ 5) (37)
21 2mi

We wish to apply the integral to field theory ¢¢* later, it will allow us to shift
fields ¢ and ¢* independently.

3.3 Action of fields

In this section we aim to derive the the process in field theory, we will start with
the expectation of observable and rewrite the time evolution exp(/Alt) with the special
integral Eq3.6 we have in last section. As we are focus on the field theory at a point,
to ease notation we can for now drop the dependence on position and work with

occupation number.

Recall the expectation of observable is
(0) = <c1> ‘@eAtj’ 0>

It is not very helpful to conduct the calculation with the operator exp(At). Instead

we choose to rewrite exp(At) expand in a small time step, which is

.

exp(At) = (1 + AtA)(1 + AtA)(1+ AtA)------ (1+ AtA) (3.8)

(t/At)  terms

where At is a small and finite time step. This expression interpret the time evolution
exp(At) as the state is evolved in a small step with (14 AtA) each step, and there is
total ¢/ At steps, all time steps add up to total time ¢. In addition, in each evolution

step, we insert an identity, as this may first look weird, we will for now leave it as
(1+AtA) = 1(1+ AtA)1

We wish to use the special integral we proved in Eq3.6 to generate a new representation

of unity in fields and creation annihilation operator, and it will allows us to transform
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Chapter 3. Field theory 3.3. ACTION OF FIELDS

operator to fields without any further assumption. The unity can be written as

/ M exp(—o(t)" (1)) exp (&(t)a") [0) (0] exp (6(t)"a)

[N iy 5 A

= Inn =1,

here the expansion of exp(¢(t)a’) and exp(¢p(t)*a) act on |0)(0] from left and right,

note that a m! from creation cancel with the expansion %

Then we insert the unity at each time step 1; between the time evolution of each

time step, the time evolution is then calculated as

A = 1y ne(1+ ALA)L(1+ ALA) L, pp- - Das(1 + AtA) L

Focus on each bracket at a time step 1,1 a:(1+ Atfl)]lt, we would like to sandwich
the evolution operator from each side by identity, but we only takes out the part after
and before the |0)(0| part in Eq 3.9, it is in the from

Z(t + At,t) = (0] exp(¢7(t + At)a) (1 + AtA) exp(—¢" (1)o(1)) exp(e(t)al) 0)

_ 0" el i ot + %)%(t)m (n|(1+ AtA)|m)

n,m=0

(3.10)

note the creation operator in expansion rise the state in summation, and % from

expansion cancel with annihilation operator on bra vector.

Hence using the expression Z(t + At, t) to represent the series 1;.a¢(1 + Atfl)ﬂt,
collect the factors left in identity, especially note the left half of 1,, A, and right half

of 1o, the time evolution exp(At) is

M =Ty ar(1+ AtA) (1 + AtA) L ar - Tae(1 + AtA) T,
B / dg*(t + ALY A do(t + At) / dg*(t) Ado(t) / dg*(0) A do(0)

271 271 271

-exp(—¢*(t + At)o(t + At) exp (¢(t + At)al) |0) (3.11)

B+ AL DS E— A) - 2(At,0)
- (0] exp(¢”(0)a
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3.3. ACTION OF FIELDS Chapter 3. Field theory

Then we try to calculate each part in the integral, in the following we will divide
the integral into three part, the series of Z(t + At, t), the part on the left of it and the
part on the right in the integral.

First we start with Z(t+At, t), consider the term (n|(1+AtA)|m), where (n|m) =
Spm, then we just need to focus on the part (n|AtA|m). It is safe to assume that
generally A should be in the form of a polynomial of @ and af, we can assume it is
written as A = a7a” with positive integer 7,0, (normal ordered, as required), then

by the definition of creation and annihilation operator

!
<n |dT'Yd0'| m> = ﬁén—%m—a

here the term only nonzero for v > n and o > m.

Now use this result in the summation part in Eq 3.10

00 * A" m
$° SLBIUO iy

n,m=0
& gAY m!
B &*(t+ A" TTH()™ T (m 4+ o)! (3.12)
_ROZ;LO (m+o)! m! Onm
N Ot + At)g™(t
:¢*(t+At)7¢<t)02_30¢ ( +m' )¢ ( )
= ¢"(t + At)7¢(t)" exp {¢7(t + At) (1)}
by rearranging the summation indices
And the other (n|m) term in Z is
5 SEEBIOOT = 32 CEHSOT o (e + a0)01)
n,m=0 ’ ’
(3.13)

Combine Eq 3.12 and 3.13 we have

E(t + At, 1) = exp(=¢"(t)(t)) (exp (¢ ( + At)¢(1)) (1 + Ate™(t + At) 6(1)7))

= oxp{(¢°(t + At) — ¢"(1)) ¢(1)} (1 + Ato™(t + At)79(1)°)
(3.14)
Now Z(t + At,t) in this from is a lot easier to dealt with.It is worth noting that now

there is no more operator left in =(t + At, t), the nature of operator A = ahac is
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Chapter 3. Field theory 3.3. ACTION OF FIELDS

natural captured by ¢*(t + At)7¢(t)7, this is why we say this transform seems like
easily substitute a' as ¢* and @ as ¢. We will then show the rest part of Eq 3.11 can

also be rewritten as translate the operators to fields.

We have obtain the different representation of time evolution operator in 3.11,
we will now consider the expectation of observable (O) = <<I> ‘(’A)e/‘tj 0>.We consider
the part to the right of Z(¢ + At,t) in this, which is the left part of =Z(t + At, t) ,(the

~

last row in Eq 3.11), act on [J10), we denoted as right cap C,
Cr = (0lexp (¢"(0)a) 71 0) (3.15)

similar the left cap is the left part of Z(¢ + At,t), (the second row of Eq 3.11), act on
(®|O from the left, which is

0 = <<1> ]é exp {—¢"(t + At)p(t + At)}exp (¢(t + At)al) ] 0> (3.16)

For the right cap, since the operator J act on vacuum as an initiator, it create
the initial state from vacuum, we can assume that it is a power of creator, since it is

normal ordered, any annihilator on the right and act on vacuum will kills the state.

We assume that J = a'”
¢ - <0 0>
(3.17)

o0

=D (nl¢™(0)[r) = ¢7(0)

n=0

00 A
n
a

—o™(0)a”

n=0

For the right cap, we can assume the a random observable as O = a'*al, which is
normal ordered. Remind that the abyss is invariant under any creator from the left as

in Eq 2.10, the creator in O will be absorbed by abyss, so we have O = a!, then the
0>

n! (3.18)
(n—l)!<(I) | n—1)

= exp (_¢* (t + At)¢(t + At)) Z ¢n—£n(t++l>‘At) (TLT—:’ l)'

n=0

= exp (=@ (t + At)p(t + At)) ¢! (t + At) exp(o(t + At))

left cap is

Cy = exp (—¢" (t + At)p(t + At)) <<I> 'y waﬂ"
n=0 '

= exp (—¢"(t + A)p(t + At)) Y <c1>

n=0

n!

—exp (6" (t + Aot + AD) S ‘bn(t; Ab
n=l ’

(@] n)
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3.3. ACTION OF FIELDS Chapter 3. Field theory

Combining Eq 3.14, 3.17 and 3.18, we have the expectation of observable as

(OY(t) = <q> ‘Oexp (At) J] 0>

AL 5 4y ,
:/ (H Ll )QQid(b(t)) -exp(—¢*(t'+At)¢<t’+At))<q>)0¢(ﬂ+m)a* 0>

. (HE(t’ + At,t’)) - (0 |exp (¢"(0)a) T 0)

/=0
t
= | Dy C (HE(t’ + At,t’)) .C,
t'=0

J/

-~

t

= /Dqﬁ Ot + At)exp ot + AL (1= ¢"(t' + Ab) + D [¢7 (' + At) — ¢ ()] ¢ (1)

t'=0
N - J/

t' 46t

[T 1+ At (¢ + A1) ¢7 (1)) | ¢*7(0)

t'=0
A

J/

-~

(3.19)
here the underline and underbracket is just to indicate where the term came from, =

or the caps. In the equation we use the notation similar to path integral

T dot () A do(t')
Do =] o
t'=0

Consider the product over each time step At, when taking the step in a small

limit, we can write each product as a expansion

t t
[T (1 + Atg (¢ + A1) 6 (#)7) = exp (Z Ate* (' + At) ¢ (t’)")
=0 t=0
Hence is term can be add up into the exponent, the expectation will be in this

more tidy from

O)(t) = /qu ¢'(t + At) exp {(1 — G+ AD) Gt + AL + Y Ang (t')} ¢"(0)"

(3.20)

where the action is

Ane (t') = (67 (' + At) = ¢" (1)) & (¢') + Atg”™ (' + At) ¢ (1')”
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Chapter 3. Field theory 3.3. ACTION OF FIELDS

Now we have achieve the stage when there is no operator left in our expression, all the
operators are captured by fields, but the action is still not very convenient to carry

further calculation.

When the time step is in a small limit, the first term can be seem as a time

derivative of ¢*
At (t) = At (6" (1) 6 (#) + 0" (1) 0 (F)°) + At

The summation over time by a small time step of this action is just the Reimann

sum to approximate the integral
t
WZH%EJMAﬂz/dWWﬂMﬂ+WWWMﬂ”
0

Note that there is a tricky term (1 — ¢*(t + At)) ¢(t + At) in the exponent in
Eq 3.20, we can now introduce a shift in ¢* to remove the non-linearity, it called the
Doi-shift as

o(t) = ¢7(t) — 1 (3.21)
This might look like a substitution, however we only shift the conjugate field indepen-

dently, this is due to our result in Eq 3.6. We can also show the shift will not change

the expectation by a simple example by consider

(0] exp(a)a™a"|0) = <0 > —amat - 1)

Jj=m " <'] o m)'
n' — n—m n—m-—
= (n - m)| Cn—m—k( 1) ¥
" k=0
n' n—m
_(n ey (1-1) = nldpm

going through the similar calculation as we did in the section 3.2 ,terms out it is exactly

the same as before the shift.
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3.3. ACTION OF FIELDS Chapter 3. Field theory

Rewrite the action in terms of Doi-shifted field, using integration by part

A= [ Swowr+or @) (b0)+1)

= 3()p(t) — $(0)¢(0 w{—s W) e+ o) (3t) 1)
6(t) = 5000 + [ at{=d@) )+ ) (50 +1)'}
now we shall look at the surface term, in Eq 3.20 there is a (1 —¢*(t + At))o(t + At) =
—o(t+ At)p(t + At) which cancel with the first surface term ¢(t)p(t), the expectation

of observable is now

(O)(1) = /D¢ ¢'(t) exp(=d(0)¢(0) + A)(o(t) +1)"

The second surface term —¢(0)¢(0) required more attention, as it terms out can
be ignored in and did not mention too much in other discussion, in Pruessner’s note[20]
there is more detailed explanation, basically we note that there is no need to initiate
the state from the vacuum and even more there is no difference to end the state with
abyss or vacuum if the vacuum is absorbing, which means once the state hit vacuum,

it stays empty. This is recognize when we look at initial time ¢ = 0,

/ dg*(0) A dg(0) -

5 exp(—3(0)$(0))(A(0) + 1) =

remind that we set initiator J = &', the result r = 0 looks strange as we do not want
to restrain the initial state in our assumption, but it is enforced in the field theory
as the result we are probing the evolution of the system in a infinitesimal time step.

Then we are able to take the system back to before the initial state, by a time ¢,.

Consider a slightly adjustment to our expression of expectation of observable Eq
3.1

(O)(t) = <<1> ‘@exp(fit)jexp (A(—to)) ‘ o> (3.22)

Without going into detailed calculation, it turn out the system will be translate
into fields in the same way as before. More importantly, this idea shows us the way
to push back the system, even to infinity time in the past, t{y — —oo and also push

forward to the future, t — oo. Hence the action is
a= [ Z at (~5(t) 6 ) + o7 (1) () +1)) (3.23)
and the observable is
O)6) = [ Dodl(t)exp(AG(E) + 1 3:24)

Another advantage of pushing time backward and forward to infinity is that now we

are free to perform the Fourier transform to work in momentum fields.
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Chapter 3. Field theory 3.4. FOURIER TRANSFORM

3.4 Fourier transform

The convention of Fourier transform we will use in this thesis is introduced

o(k,w) = /dt d®x (x,t) exp(iwt — ik - x) (3.25)

and
o(x,t) = /dw A"k p(k, w) exp(—iwt + ik - x) (3.26)

where dw = dw/27

Notice that the fourier transform of ¢*(x,t) is not just the complex conjugate of
¢(k,w), in face , we have (¢p(k,w))* = ¢*(—k, —w). Focus on the transform of time
for now to ease the notation, we will introduce the position later. In the case with the
Doi-shifted field, it worth looking into

Bw) = / dt(t) explicst) = / dt (6" (1) — 1) explivt) = ¢"(~w) — fw)  (3.27)

where §(w) = 276 (w).

Recall our process have the master equation with evolution operator as in Eq2.14,
the hopping and spontaneous extinction are all taking a bilinear part o, which act as
the dominant and effective part in the process as later in the discussion of perturbation
theory. We will focus on the fourier transform of bilinear part of action, combine Eq

2.14 and Eq 3.23, we have

A== [ b )b0) 4510 0) (3.29)
Apply fourier transform to action Aq
o= [ ata®)9 )+ ()0 0)
— [t [ [ ( (v >e-m) e 2 (1) (uf)
-/ dt/dw/dw”{ 6() + 23 () 6 () fexp (=i (! +u) )
—— [ [ B (i + )6 ) Sl +)

. / feo(—w) (— i + €)b(w)
(3.29)
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3.4. FOURIER TRANSFORM Chapter 3. Field theory

hence the action is local except at w = 0 due to an extra term §(w), the problem we
need to think about is that in the calculation of expectation Eq 3.24 can the Gaussian

integral still applied to our bilinear part

1 1

— /dxdyexp(—z*Az) = — (3.30)
T A

Recall the result of Eq3.7 the integral invariant under independent shift in field,
we have the equation in the form

[ expl-a(-w)Aad(w)) = [ L exp( (0" (w) + Hw) Aoe)

21 21

_ / G NAD (6 () Ad(w))

271

N

hence (O)(w) can be calculated using Gaussian result.

Now we proceed to fourier transform the space. Naturally the fourier transform

will take a lattice form like
A== [ o6 (v0) (- +9 6 3,)
y

However we can also take a continuum limit in space, consider the lattice with a
lattice spacing a, absorbing all the renormalization and rescaling into the integral

> a? become [ dz, the current Ay is

Ay = — / A lod(—k, —w) (—iw + £)p(k, w)

Look at the master equation for the process, the ¢(—k, —w)(—iw + €)p(k,w)
interpret the part of time derivative and the spontaneous extinction part of master
equation, there is also a hopping term that will gives contribution to effective action,

the hopping term in field is
H ~ -
An = 2% dt;;(d)(xﬂ%,t) — o(x,t))(o(x + e,t) — d(x,t)) (3.31)

Similarly we take the continuum limit in space, to the first order is

O (x+ept) = 6(x) ¢ (X + s, 1) — P(x)
o (x+eyt)—o(x) . o (x+eyt)—o(x) _ aVé(x) AV (x)
q@(x+ez,t) _QE(X) ¢(Y+emt) _¢(X)
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Chapter 3. Field theory 3.5. FIELD REPRESENTATION

with e; denoted the basis of unit vectors, the summation over unit vectors shall runs

over the opposite direction of these unit vectors, hence the hopping action is
H 9~
Ay = o0 dt [ dx 2a°Vp(x,t) - Vo(x,t) (3.32)
q

We do not want the term vanish when taking the continuum limit ¢ — 0, and when
taking the continuum limit the hopping rate should stay the same, hence the hopping
frequency H o a2 so that . We would like to we set D = Ha?/q to a constant, then

the fourier transform of the hopping term is

Ay =D / d'x / 4K / KV (6 (0, =) ) V7 (6 (K", w) ')
== [t [t [t i) () 3¢, ) 6 (1) 0
== [ e [ e i) )5 064 K 60 ~0) 6 (€ )
=D [k K d(k-w)olkw)

(3.33)

here we use (ik’)(ik")d(k' + k") =k’ - kK"§(k' + K”)
Then we are left with the spontaneous creation term, the field representation of
this is
Az = ﬂ/ddxdtqg(x, t)
the fourier transform of this term is trivial,

Ajp zﬁ/ddxdt/dwddk q;(k,w)eik'x_m
:ﬁ/dwddké(k,w)&k)é(w)

3.5 Field representation

Combining the hopping,spontaneous extinction and creation, we have finally arrive

the field representation of our action

A=— /ddkdw o (—k, —w) (—iw + DK* + ¢) ¢(k, w)

) (3.34)
+ [ ks B30, )5 (K) ()
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3.5. FIELD REPRESENTATION Chapter 3. Field theory

The observable is measured as

(O) (w1, 1532, ty) = (0" (21,11) ¢ (22, 2))

_ / Do ¢ (21, 11) exp(A) (1+<5(a:2,t2)>r (3:35)

In this chapter, we have introduce the general methods to perform fields theory
to a reaction diffusion process.Form now on, for any reaction diffusion process with
known master equation, we can easily arrived to such field representation. The stan-
dard procedure is, first rewrite the master equation in operator and state, then write
down the time evolution operator with action A. Then we transform into the field
representation by perform simple substitution of @ — ¢ and al — ¢*. Next we intro-
duce Doi-shift in field ¢* to gz~5, then we have the fields in real space in the from Eq

3.23. Finally we perform the fourier transform to arrive the action in Eq 3.34.

What we still not quiet sure is how to analyze the process in field theory, in next
chapter we will introduce the perturbation theory and how the Feynman Diagram

simplify the analysis.
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Chapter 4
Feynman Diagram

In this chapter we will start do some exact calculation about our process. We will
apply the perturbation theory to the system, we will find the exact propagator in the
bilinear term and dealt with other terms perturbatively and the correction fue to the
can be shown with Feynman diagram, finally we will discuss the example with extra

interacting terms.

4.1 Perturbation Theory

4.1.1 Bare propagator

First we focus on the bilinear part of our action, since we wish to apply the Gaussian
result to the integral of observable in Eq 3.35, which is effective for our action except
for the spontaneous creation term which is not in bilinear form. We will now set the
£ = 0 to obtain the bilinear result.

A important observable to calculate is the term ¢¢ the correlation, which in this

case is also known as bare propagator

<¢(k1,w1)95(k2,w2 >

/ D6 exp { [ Ak 3 ) (i DR +) w>} b (kiyn) & (Ko, 0)

k1 ‘|— k2)5 w1 —FWQ)
—iw + Dk2 + ¢

(4.1)
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4.1. PERTURBATION THEORY Chapter 4. Feynman Diagram

this propagator is all called respond propagator,it measures how the system "respond”

to maybe a creation of particle somewhere in the process.

For clarity and get rid of the § function in the discussion when not needed, now

introduce the notation

(900,03 (ko,w0) ) = & (k + ko) & (& + i) Go(k, ) (42)
with
1
Golkow) = = = pe 72

for simplicity sometime we just write (¢(k,w)o (ko,wo)) = Go(k,w) as bare propaga-
tor. This is working as long as the space time invariance is valid, which is the reason
why the ¢ function comes into the picture in the first place. However if the symmetry

is broken, the solution can be adjust explicitly.

And it terms out, this is the only observable that we are going to need which has
to go through such integration. The reason is that we could extract such propagator
by Wick contraction from observable, hence we can apply the Wick Theorem, any ob-
servable in the power of é and ¢ could be written as the sum of all the full contraction,

in all possible pairing in ¢ and gg, as example

<¢(k3,w3)¢(k2,WQ)Q;(k1,W1)Q~5(k07W0)> = <gb(k3,w3 Pk, wr) >< (ka, wa)@ k07w0
+ <¢(k3,w3 ¢ (ko, wo) > < (Ka, w2)p(ky, wi >
+ <¢<k37w3)¢<k27w2) Y( d(k1,wi)@(ko, wo) >
(4.3)
however the last term turns out to be zero, recall the integral identity in Eq 3.7, this

term is case with n = 0 and m = 2 and the observable is zero by 6.

Notice that (¢(k,w)p(ko,wp)) is recognize as correlation function which measures
the correlation of different particles, it is reasonable to have it zero in our bilinear

model.

Now we will introduce the Feynman Diagram representation of the propagator,
which is a straight line with arrow. We choose the convention that the arrow point from
the right to the left, with the right end denoted the shifted creation field qg(kg, wp), and
the arrow points to left end with annihilation field ¢(k,w), to indicate the direction of

time (or say causality in Fourier transform).
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Chapter 4. Feynman Diagram 4.1. PERTURBATION THEORY

{0k w)dlko, wo) ) = @ ——— ¢
) (kl —+ ko) ) (w1 -+ U.)O)
—iw+ Dk? 4+ ¢
It is always important to keep the arrow in our propagator, to ensure the respond

(4.4)

propagator connects ¢ and qz; When proceed to perturbation later, the diagram rep-

resentation will be proved very helpful.

It is convenient to work in Fourier transformed fields, one might also need to
derive the propagator Eq 4.1 in real space time. Start with transforming the time, we

have the standard result for Gy

Go(k,t) = /de(k, w)e

o 1 —iwt
N /dw—er DK2 1 &'
= 0(t)exp (—t (DK* +¢))

where 0(t) is a Heaviside Step function, which gives zero for negative argument, and

1 for positive. The full expression of bare propagator is

(0(k,1)6 (Ko, o) ) = / esgsne™ e (6 (,w) & (Ko, wo) )

_ / dodione e 005 (k + ko) & (w + wo) Golk,w)

(4.5)
=0 (k + ko) / dwe™ )G (k, w)
=6 (k+ko) 0 (t—to)exp (— (t —to) (DK* +¢))
For Fourier Transform in space, we will use the Gaussian integral result
- 1
d 2\ ikx 2

Hence the Fourier transform in space of the bare propagator is

(60 1)6 (x0.10) ) = / 1'% / Alkoc <%0 (K 4 ko) 0 (t — to) exp (— (¢ — to) (DK + 2))
= / A'%ke™ X0 (+ —t) exp (— (t — to) (DK* + <))
=0 (t—to)exp(—e(t —tp)) /ddkeik("_"(’) exp (— (t — to) DK?)

exp (—e(t — ty)) ( (x_x0)2>

ze(t—t()) (47TD (t—to)))d/2 ox 4D (t—to)

(4.7)
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4.1.2 Perturbation

In this section we will deal with the rest of the action Eq 3.34, which is the spontaneous
creation, a linear part S¢. We can introduce a shift in field to absorb this part into
bilinear part, however this will leads to several consequences to the system, one of
that is it will leads to changes in initialisation, it might causes unstable in vacuum
under perturbation. To apply a shift we might need to examine the extra term at
initialisation, to avoid this, we will treat the spontaneous creation with perturbation

theory.

We first start with the general theory, consider a action in the from A = A; + A,

then the observable is measured as

(O)y =N /D¢0 exp(A) = N1 /Dw exp(A; + Ay))
with normalisation constant N

Also consider a measure of observable under only A; as basis,
(O) =NT! /D¢(9 exp (Ay)
with notation (-); denotes the basis A;. and the normalisation N; is chosen so that
(1), =1

Hence the full measure of observable can be expressed in term of the expectation

in A; basis as

(0) = N1 / DO exp(A)

:N‘l/qu@exp (Ap)exp (Ay) (4.8)

-1

— ANfll (Oexp (A2)),

This is how the idea of perturbation theory works, we can then determine the

observable with perturbation A by known (O exp(Asz)),.

So there are two parts in our action, the bilinear part with known solution and a

linear part act as a source, then the action can be written as A = Ay + Agre,

Apir = — / A kdw(—k, —w) (—iw + Dk* — ) ¢(k,w)
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and

Ayye = / Ak Bk, w)5(K)8(w)

In last section we have figure out the bare propagator which is the expectation in

bilinear basis

) §(k+ko)o
<¢(k,w) ¢(k0,wo)>bﬂ = (_; j)Dli(;}i?O)

To proceed calculation in perturbation theory, we state the Wick Theorem:

(6 0c1,1) & (ks wa) -+ 6 (o) & (5 ]) - B (1)) =0 for n#m (49)
and

(6 (ky,w1) ¢ (Ko, wa) -+ ¢ (K, wi) @ (KY, w)) -+ & (K, )i
= <¢1¢~51> e <¢n¢~5n> + all possible paining in ¢¢.
bil bil
(4.10)
where in the right hand side we use ¢(k,,w,) = ¢,, and gg(kn, wp) = by, for simplicity,

we can count that there is n! ways to form b pairing.

Next we will consider the full expectation (-) = (- exp(Asc));, we will first look

at the expansion of exp(A,..) at 0

exp (/tm) — go %qb"(ﬂ, 0) (4.11)

Then the expectation (-exp(As,.)),; will also be in the form of expansion corre-
spond to the expansion of exp(Asg,.), we denote the field in expansion of exp(A..) as

internal fields and the fields from observable as external fields.

We also assign the Feynman diagram to the source, for a internal field QE(O, 0) in
source, we will follow the convention that Pruessner used, the contraction with another

field ¢ will be expressed in diagram as

—<4—O

¢ (4.12)

the bubble illustrate an "end” to any connecting annihilator field.

Since the terms in expansion of exp(¢) shall only match to annihilator fields by

Wick theorem, we could its correction to a general observable that contain power of
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4.1. PERTURBATION THEORY Chapter 4. Feynman Diagram

annihilator fields as

(6 (kiy 1) -6 (k) = <¢<kl,wl> 6 (k) exp(Aur) )

bil

k;) 0 (wi)
H '—zw + Dk? + ¢ (4.13)

:Wl (g) gé(k

Notice by Wick theorem, there is a factor n! comes from the number of possible pairing,

which cansels with the ; from expansion.

We can examine the expectation of identity, which is just the n = 0 case, using

the above result

N
N
implies that A} = NV. This tells that in perturbation theory, if the perturbative term

1= (1) = (Lexp(Asrc))yy =

gives 1 in its zeroth expansion, we will have (1) = (1); and the normalisation constant
N = N which ensure the normalisation we have known in bilinear case, we can then
keep "ignore” this in our calculation. However the higher order expansion tern in
perturbation will enter the expectation of identity, we will not discuss in detail, but it

turns out these "vacuum bubble” cancel in general case.

Then we consider when n = 1, wecan examine this calculation using the result of

bare propagator as Eq 4.1, we have

(k) = (o) exp (Aue) )

(4.14)

B—zw—l—Dk2+€
= 2519500

which is the global particle density, and its Fourier transform is

E

Also consider the correction to bare propagator, using the results Eq 4.13, we can

34



Chapter 4. Feynman Diagram 4.2. EXAMPLE: BRANCHING

see that only the zeroth term could conttibute

<¢(k7 W)ﬁg<k0,wo)> = <¢(k, W)ﬁg(ko,wo) ]1> = Go(k,w)
The Fourier transform is
(9k.1) (ko to) ) = ({1, )6 (Ko, o)) o
=0 (t —to)exp (— (t — to) (DK +¢))

An interesting observable is the
(9(1,w)6" (o, wo)) = (6(0k,w) (1+ 6 (ko)) )
= (6(k,)6 (ko,w0) ) + ((k,w))

which represent the particle density after placing a initial seed by creation ¢* . Using

the result we obtained in Eq 4.13 and Eq 4.16 we have

(6(x, 16" (x0, o) = (3(x,8)) + (6(x,1)6 (X0, o) )

B L exp(=(t—ty)e) C(x- Xo)’ (4.17)
B M«MD@—WV”XP<4Du—m)

4.2  Example: Branching

In this section we will consider an extra term in our process model, "Branching”. We
will followed the standard procedure we illustrate in previous chapters, from master
equation in operators and state to its field representation, then branching will be dealt
with perturbatively and the Feynman diagram of its contribution to the system will
be drawn [21].

Branching is a process of reproduction, which is widely used in several subject
such as population of bacteria[22], avalanche [23],[24] and network [25]. We define each
particle can branch to two particles with Poisson rate o, in the language of reaction,

this is A — 2A reaction.

4.2.1 Action

So the master equation 2.3 will have an extra term correspond to branching, which is

P ({ny};t) = previous term +JZ (nx — 1) P ({nx — 1};t) —nxP ({nx},t) (4.18)

X
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4.2. EXAMPLE: BRANCHING Chapter 4. Feynman Diagram

As we have done before, this term willl be translate to operator and state by act

on occupation number basis

oY D (e = 1) P({nx = 1}5) [nx) = macP ({nac} 58) |nc)] (4.19)

X nx

The first term
(n—1)P(n—1n) =a'(n —1)P(n—1)|n—1) = a'a'aP(n — 1)jn — 1)

The second term

nP(n)|n) = a'aP(n)|n)
Hence the master equation in operator and state are
d
S19) = Al)

with the evolution operator A, and we perform the Doi shift @ = af — 1

2

qﬁ;
I
Q
—~
Q>
pafy
)
Q>
|
Q>
pafy
Q>

a (4.20)

) = caa'a = caa + oa

Notice the first term is bilinear in aa, in field representation it will enter the bilinear
part and gives contribution to the mass, this part indicate the increase in particle
number due to branching process. The second term is a vertex, which represent the

correlation generated due to branching.

We can easily write down the field representation of action.

A=Ay + Az + A,

_ / Ao §(—k, —w)(—iw + DK* + ¢ — o)k, w)

3 4.21
+ / dkdw Lok, w)d(k)d(w) 421

+ / 4, oo Koo 76 (K1, 01) & (s w2) & (— (Ko + ko), — (i +w2)

We shall look into what kind of correction the o vertex will generate. The ver-
tex provides three internal fields ¢, ¢, ¢, then by Wick theorem it shall connect to
other fields with ¢, ¢, é, then apparently an observable with correction from vertex

is (p(ky,wr)P(ka, wa)od(ks, ws)). The diagrammatic representation of this term is a
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Chapter 4. Feynman Diagram 4.2. EXAMPLE: BRANCHING

vertex with 1 in-leg and 2 out-leg, connected to internal fields,

¢1

<¢1¢2¢~>3> = dv y b3 (4.22)
3

G
0

Here we simply denotes ¢,, = ¢(kp, wy,).

Notice the arrow direction should always keep consistent, it it very important

that contraction only between ¢ and q~5 .

It is obvious that the only term from exp(A,) gives contribution to (1) is the
zeroth order in expansion, again we have N' = A, we do not worry about the nor-
malisation, though A; has changed since there are extra branching o term in bilinear

action.

From Eq 4.1, we can write down the bare propagator,

(601c.0)6 () ) = L KOG L0 o)

notice the term € — o, the bare propagator denoted as Go(k,w;e — o)

(4.23)

4.2.2 Diagrammatic result

Now we will start calculate the observable (¢(ky,wr)p(ka, wa)p(ks,ws)). We do not
proceed this by expand the exp(A,+) to avoid difficult calculation, we can now find

out the contribution by Feynman diagram .

First notice there are terms not generated by vertex, but from the uniform source
with Ag, they are

P ——*—0 ~
<¢1d33>bilﬁ<¢2¢3(0,0)> = Po o1 % (4.24)

bil
and

¢ ——<—0 3

P2 ——— ¢y

<¢2¢~53>bil5 <¢2¢~5(0,0)> = %0 (4.25)

bil
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4.2. EXAMPLE: BRANCHING Chapter 4. Feynman Diagram

Using the result Eq 4.23 and Eq 4.16, we could read off the propgator

5 (ki +ks) 0 (wr +ws) 0 (ke)d (wn)

<¢1G33>bil B <¢2<5(0, O)> =

bil  —iwy + Dk} +e—0  —iwy+ DK3+e—0o
:G()(kl,wl; g — U)g f 0'6 (k1 -+ k3) ) (wl + wg) ) (kg) ) (CUQ)
(4.26)
Fourier transform the result, we have

<¢1<$3> B <¢2<13(0 0)> = b Go(x1 — X3,w; — w3;€ — 0) (4.27)

bil "t e—o0 ’ ’

and

<¢2§g3> ﬂ <¢1§g(0 0)> = B Go(XQ — X3,W2 — Ws;& — 0') (428)

bil " e—o0 7 '

Secondly we will calculate the contribution from the branching vertex, reading

the Feynman diagram we have

¢1
Qzl/ (Z; :/ddkidwiddklgdw;ddkédwé <¢1q’§1/>bil <¢2$2,>bil <¢3,$3>bil
b X o6 (K K+ k)5 (W + )
o
P2

o (5(k1+k2+k3)(5(&)1+&)g+&)3)
—iw; + DK? +€ —0) (—iwy + Dk2 4+ € — o) (iwg + Dk2 + € — o
1 ’ (4.29)

Fourier transform it we have

=0 / dt/ddX/GO (tl - t/, X1 — X/) GO (tz — t/, X9 — X/> GO (t/ — t3, X/ — X3) (430)
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Chapter 4. Feynman Diagram 4.2. EXAMPLE: BRANCHING

Combining the result of source and vertex, we have

<¢1¢2€Z~53> = <« <4«—o*t

:6 f o {GO<X1 — X3,W1 — WS) + G(](XQ — X3,Wy — w3)}

+o / dt/ddX,Go (tl — t/, X1 — X/) Go (tg — t/, X9 — X/) GO (t/ — t3, X/ — Xg)
(4.31)
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Chapter 5

Example: Imaginary Model

5.1 Action

In this chapter we would like to see how the constructed theory work on a more com-
plicated model, instead of investigate in a realist model, we could try on an imaginary
model. We would like to see what the other diagram we could have and how they
work, maybe a process gives a vertex gbqb(; similar to the branching example, without
considering its physical interpretation we randomly write down a extra term to master

equation that represent some imaginary stochastic process.
> (pafata + goalaa)
=Y gi(@+1)(a+1)a+ go(a+ 1)aa (5.1)
= gidda + 20166 + g1a + gadiad + gaaa
Notice that although the first row looks like a branching and A+ A — A merging,

it is not the correct master equation of that. The annihilation is discussed in [21],

merging is in [§].

Follow the derivation of field theory we have discussed, the simple translation rule

to field , a — ¢ and a — gﬁ We can see the action consist of different terms

A = Abil + Asrc + Aend + Abranch + Amerge + A(M) (52)

Notice that there is a bilinear term in our new process, hence it enters the bilinear

term and also the bare propagator, it is the obly term in our model gives contribution
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Chapter 5. Example: Imaginary Model 5.2. PROPAGATOR AND VERTEX

to mass.

Ay = — /ddkdwq;(—k’, ~w) (—iw + DK* 4+ € — 2g1) ¢(k, w)
The source term is the same as previous case,
A= [ ko 31 2)5(K)5()
there is a term similar to the source, which is linear in ¢, it is a end term
Aena = [ ks 100, 2)3(0)5()
Again we have the branching vertex

Abpranch = /ddkldmddkzdwz glé (kb w2) é (k2, UJQ) ¢ (— (kl + k2) ) —wl)

We have another vertex oppose to branching, the vertex has internal fields ¢, ¢

and ¢, connect to ¢, ¢ and ¢, here we call it merge vertex

Aperge = /ddkldwlddkzdwz 926 (k1 + ko, w1 + ws) & (—ka, —w1) ¢ (—ka, ws)

At last we have a term quadratic in ¢, it is not very common in most realist

model, still we are interested in at this point how to proceed this with our theory

A¢¢ - /ﬂdkdw g2¢(k,w)¢(—k, _w)

5.2 Propagator and Vertex

Applying the Diagram theory we derived from the last two chapter, now it is straight
forward to draw the Feynman diagram for these propagator and vertices and write

down the corresponding solution without too many calculations.

First is the bare propagator, notice the there is a g; term enters the mass similar

to Eq 4.23.
5(k + ko)8(w + wo)

“« O — 5.3

¢ %o —iw+ Dk? 4+ ¢ — ¢ (5:3)
similarly we have the source term
¢ ——o

) _ Bé(k)é(w) (5.4)

—iw+Dk2+6—gl
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5.2. PROPAGATOR AND VERTEX Chapter 5. Example: Imaginary Model

Similar to the calculation of source, when go through the calculation of (@), we

have the end term which is linear in ¢

T a09bw) 5
W + Dk2 + e — a1 '

Similar to the branching vertex in Eq 4.29, we have

o1
v - g10(k1 + ko +k3)d(wn + wp + wy)
¢3, ¢3 (—iwl —f—Dk%—f-&:—gl) (-ZW2+Dk%+8—gl) (ZWg—I—Dkg—f-E—gl)
P
P2

(5.6)

For the merge vertex, we have 2 internal ¢ and 1 internal gg connect to 2 gz~5 and 1

¢, we have

¢

1
¢> b = [ g (06, () (50,
3 =
o , x 08 (K 4+ Ky +kj) 6 (W) + wh + wh)
2/

P2

92(5<k1 + k2 + k3)(5(&)1 + wo + wg)
(iwy + Dk} + e — g1) (iwg + DK3 + € — g1) (—iws + Dk3 + ¢ — ¢1)
(5.7)

At last we have the term quadratic in ¢, it has 2 internal field ¢ each connect to
a field ¢, the diagram of it is a vertex with two propagator pointing into it, later we

will see how it will contribute in Feynman diagram, now we calculate it as
- v P
" # - /ddkﬁdwiddklzdwé<¢1/¢1>bu<¢2/¢2>bz‘l - g20 (ki + ko )0 (wrr + wa)

_ 925(k1 + k2)5(¢d1 + CUQ)
(iwl + Dk% +e— 91) (iWQ + Dk% + e — 91)

(5.8)

The method of calculate the diagram is rather simple, the intuitive idea is count
the propagator and enforce the conservation of momentum of internal fields, and keep-

ing track of the direction of arrow is crucial.
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Chapter 5. Example: Imaginary Model 5.3. FEYNMAN DIAGRAM

5.3 Feynman Diagram

Without going further, we would like to see with our current propagator and vertices,

what kind of correction will they form.

First to notice, with our vertices structure, the normalisation is apparently not
conserved N # N7, also the in this case (¢¢) # (¢@)pi, we can see there are loops

contribute to the respond

(o) = — + ﬂ—©—<— +

+ t e o

They do not seems to cancel, these are also apparently contributions to expectation
of identity with some vary in external legs, hence there is non-vanished vacuum bub-
bles. If we took this theory further, we will have to worried about such normalisation

problem.

Another observable we shall pay attention to is the (¢) as

Such correction to the measure of field may suggest we are not expanding at the right

place. A method to try is that we could diagonalize the action, we could make a shift
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5.3. FEYNMAN DIAGRAM Chapter 5. Example: Imaginary Model

to ¢ and ¢, maybe a rotation or other transformation

Also we would like to see the effect to the case of vertices, we will consider (¢¢$>
and ((;5(5(}3}, using the diagrammatic representation as below, notice the shaded area

represent the different loops.

e

++o+o +A—oa—oo—<—

+

< —

-C,

In these diagram we avoid the loop on external legs like those we discussed in

and

<¢é) It consists of the disconnected diagrams and the branching and merging vertices
as expected, similar to the branching example discussed in last chapter. The different
terms in this example is due to the strange ¢¢ vertex we have in this model. After
all we are considering an imaginary model, such term is not common in general study
of non-equilibrium stochastic process, the realistic physical interpretation is not clear.
We are hoping with proper renormalisation [8], transformation of field and further

methods applied, such diagram will become more sensible.
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Chapter 6

Conclusion

6.1 Summary

In this paper, we introduce the Doi-Peliti Formalism on a standard non-equilibrium
stochastic model. The idea is to apply the method in Quantum Field Theory in reac-
tion diffusion process, then by treating the non-linearity perturbatively, some compli-

cated result can be approximated by Feynman Diagram.

After the detailed calculation, we have a simple procedure that can be generally
applied, which is:
e Obtain the master equation of the process.

« Rewrite the system as a mixed state in occupation number basis, translate the

master equation in terms of creation and annihilation operator.
e Derive the action as time evolution operator.
o« Apply Doi-shift @ = a — 1.
« A simple "substitution” of @ — ¢, and @ — ¢

o Take the Fourier transform to momentum space and have the expression of

action.
o Divide the action into bilinear part and perturbation part.
« Read off the bare propagator from the bilinear action.
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6.2. FURTHER DISCUSSION Chapter 6. Conclusion

o Identify the vertex type of the perturbation by identify the internal field.

« Using the Wick theorem and Feynman Diagram to calculate the desired observ-

able.

6.2 Further discussion

In chapter 5 we applied the above procedure in an imaginary model, the procedure
proceed well until the problem occur in working perturbation theory. To make further
progress, we have to consider other difficulty, such as renormalisation, transformation

in fields, and symmetry breaking etc.

The calculation of observable in this article is not going very deep, our main
focus in these calculation is the particle number ¢¢*. However, other statistical and
dynamical observable can also be calculated under such formalism. For example,
probability distribution, moment generating function and more ovservable in branching

is determined in [26].
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