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Summary

This thesis describes the creation of one of the first Bose-Einstein condensates (BEC)
to be made on an atom chip. The theory, construction and optimisation of the
experiment are all detailed.
Like an electronic chip, an atom chip consists of an array of wires. The magnetic
fields produced by the wires are used to trap and guide neutral atoms. Our atom
chip was prepared in collaboration with the ORC at the University of Southampton.
The atoms are trapped above a “guide wire” which sits in a channel formed on a
glass substrate. Wires running underneath the surface of the chip close the ends of
the guide to form a trap.
The atom chip was loaded with 87Rb atoms cooled to ∼ 50µK in a magneto-optical
trap (MOT) formed 3.8mm above the surface. After the loading process 1.5 × 107

atoms were trapped in a magnetic trap 220µm above the surface. To reach Bose-
Einstein condensation, the atoms were further cooled over 12.5 seconds using forced
RF evaporative cooling. The condensate began to form at a temperature of 380 nK,
and contained up to 1× 104 atoms. The cloud was allowed to expand for 8ms along
a magnetic waveguide above the chip before it was imaged. By comparing these
images to a theoretical model I show that the partially condensed clouds are well
described by a classical thermal component and a Thomas-Fermi BEC component
that do not interact, and obtain the static properties of the condensate in the trap.
Good agreement between the theory and experiment shows that the BEC propagates
in the waveguide as a coherent matter wave.
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CHAPTER 1. INTRODUCTION 1

Chapter 1

Introduction

1.1 Atom chips and Bose-Einstein condensation

The development of laser cooling techniques during the 1980s revolutionised atomic

physics. Laser cooling is now used in almost every area of atomic physics, from

the study of cold collisions to spectroscopy and ultra-precise atomic clocks. The

importance of laser cooling was recognised with the award of the Nobel prize in

physics in 1997 to Steven Chu, William Philips and Claude Cohen-Tannoudji for

their pioneering experimental and theoretical work.

The resonant interaction of an atom with laser light is very strong, and by

harnessing this interaction, atoms can be cooled from room temperature to a few

millionths of a degree above absolute zero in a fraction of a second. At these tem-

peratures, atoms can be significantly deflected, or even trapped, by comparatively

weak forces, such as gravity and the magnetic and electric dipole interactions. The

control of the motion of cold atoms with these forces is known as atom optics. In

analogy with light optics, a whole range of elements for controlling the trajectories

of cold atoms has been developed.

Magnetic atom optics exploits the fact that atoms with an unpaired electron

have a magnetic dipole moment µ. This gives rise to an interaction

U = −µ ·B (1.1)

with an external magnetic field B. Atoms in a state where µ ·B < 0 have a lower

energy in regions of low-magnetic field, and are known as weak-field seeking. They

can be reflected from regions of high magnetic field, and trapped and guided in local

minima of the magnetic field. This has been used to make many different magnetic

mirrors, guides and lenses for neutral atoms [2].



CHAPTER 1. INTRODUCTION 2

Research in this area has culminated in the development of “atom chips” [2,

3, 4]. On an atom chip, cold atoms are magnetically trapped and guided using the

magnetic field produced by conductors on the surface. The power of these devices lies

in the flexibility of the geometry of the magnetic field. Using lithographic techniques

pioneered in the electronics industry, almost any planar arrangement of conductors

can be created, allowing the creation of a huge range of devices. Guides [5, 6], traps

[4, 7], beamsplitters [8] and even atomic “conveyor belts” [9] have already been

demonstrated on atom chips.

Another important consequence of laser cooling is that the de Broglie wavelength

of the atoms becomes significant. Louis de Broglie postulated that material particles

as well as light can be described as a wave. The wavelike properties (wavelength

λdB) and particle-like properties (momentum p) are related by his famous formula:

λdB =
h

p
(1.2)

where h is Planck’s constant.

Perhaps the ultimate manifestation of the wave properties of cold atoms was the

experimental observation in 1995 of Bose-Einstein condensation (BEC) in a dilute

gas of cold atoms [10, 11]. In 1925, Bose and Einstein used statistical mechanics to

predict that as a system of indistinguishable bosons is cooled below a critical tem-

perature, the particles will condense into the ground state of the system. Picturing

atoms as waves, rather than bosonic “particles” gives a different view. Here, Bose-

Einstein condensation occurs when the de Broglie wavelength of the atoms becomes

comparable with the interatomic spacing. As the atoms are bosons, they can all

occupy the same quantum state, which means that the “atom waves” can add in

phase. In this picture, a Bose-Einstein condensate is a giant, coherent matter wave.

Shortly after the first observations of a Bose-Einstein condensate, this coherence

was demonstrated in a beautiful experiment [12], by the observation of fringes in

the density distribution of two overlapping condensates. Like laser cooling before

it, Bose-Einstein condensation in dilute atomic gases has opened up a whole field of

theoretical and experimental research, and it too was recognised by a Nobel prize

in physics, which was awarded in 2001 to Eric Cornell, Carl Wieman and Wolfgang

Ketterle.

Just as a coherent source of photons - the laser - revolutionised the field of optics,

the realisation of coherent matter waves is transforming the field of atom optics.

The first experiments in coherent atom optics were performed using the powerful

technique of Bragg diffraction [13]. Here, the atom optical element is a phase grating

formed by two overlapping, phase coherent far-detuned laser beams. Momentum is
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coherently transferred to atoms in the condensate by Raman transitions. Using this

technique, atoms can be coherently output coupled from the condensate to form an

“atom laser” [14]. Bragg diffraction has also been used to demonstrate a number

of atomic analogues of coherent optical phenomena, including coherent matter wave

amplification [15, 16], four-wave mixing of matter waves [17] and coherent matter

wave interferometers [18, 19]. Bose-Einstein condensates have also been combined

with some of the optical dipole and magnetic atom optical elements described above.

The coherence of the propagation of a BEC in a waveguide has been studied using a

far detuned dipole beam guide [20], and experiments have shown that the coherence

of a Bose-Einstein condensate can be preserved after reflection from optical dipole

[21] and magnetic mirrors [22, 23].

An obvious next step is the combination of the power and flexibility of atom

chips with Bose-Einstein condensates. Current research in this area is aimed at

creating an atom interferometer on a chip. Our group at Sussex has proposed an

atom chip interferometer based on the magnetic traps that can be formed above two

parallel wires in a uniform externally applied magnetic field [24]. This interferometer

operates in the time domain. The atomic wavefunction can be coherently split and

recombined while the atoms remain trapped, simply by adjusting the strength of

the externally applied field. Such an interferometer can be extremely sensitive, as

very long interaction times can be used. A similar trapped atom interferometer was

also proposed in [25]. Another design uses multi-mode interferometry, with atoms

being split and recombined as they propagate above the chip [26].

The first steps towards coherent atom optics on an atom chip were realised in

the summer of 2001, when two groups in Germany at Tübingen [27] and Munich

[28] independently created Bose-Einstein condensates on an atom chip. Since then

three more groups have successfully made BECs on an atom chip. The third group

is at Heidelberg in Germany, and the fifth at JILA in Boulder, USA. Details of the

latter two experiments can be found in ref. [29]. A different approach was used

by [30], where they used a movable optical dipole trap to transport a Bose-Einstein

condensate from a conventional magnetic trap onto an atom chip.

The creation of the fourth BEC on an atom chip is the subject of this thesis. We

first observed Bose-Einstein condensation on the 19th of July, 2002. In this thesis, I

will discuss the design and construction of the experiment, and the production and

properties of our Bose-Einstein Condensate.
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1.2 Overview of the experiment

With the very recent observation of BEC in caesium [29], Bose-Einstein condensation

has now been achieved in all the alkali elements (except francium1), in hydrogen,

and in metastable helium. An excellent review of recent work and the condensation

of various isotopes can be found in [32]. Two isotopes have become the workhorses

for BEC experiments: 23Na and 87Rb . Their large repulsive scattering length leads

to efficient evaporative cooling and the formation of large, stable, condensates. In

terms of experimental simplicity 87Rb has the edge, as solid state and diode lasers

can be used, and atoms can be trapped from a room temperature vapour rather

than a slowed atomic beam. All the BECs created on an atom chip have so far used
87Rb , including this one. Although, the various isotopes and elements differ widely

in the experimental complexity required, the path used to BEC in the alkali metals

is broadly similar in all cases [33].

Atoms from an atomic beam or a thermal vapour are cooled and trapped by

laser light in a magneto-optical trap (MOT). The light scattering process limits

the phase space density in the MOT to about 10−5, which is still five orders of

magnitude away from the BEC transition. To make further progress, the atoms are

usually transferred to a magnetic trap, and then compressed to increase the rate of

elastic collisions between the trapped atoms2. If the collision rate is high enough,

the atoms can be further cooled using forced evaporative cooling. Radio-frequency

transitions between magnetic sublevels are used to selectively output couple the

hottest atoms from the trap. The remaining atoms collide with each other and

rethermalise at a lower temperature. Formation of a Bose-Einstein condensate is

usually observed by imaging the cloud with laser light. The condensate shows up

as a sharp peak in the density distribution.

The experimental requirements for BEC follow from the above. A laser system

is required that can produce light at the various frequencies needed for laser cooling,

imaging and optical pumping. A stable magnetic trap is needed that can generate

the tight confinement necessary for good evaporative cooling. Finally, an extremely

good vacuum (≤ 10−11 Torr) is also required, as it is important that the loss rate

due to collisions with the background gas should be small compared to the rate of

“good” collisions between the trapped atoms during evaporative cooling. To this

end, many BEC experiments isolate the magnetic trapping region from the source

1whose longest-lived isotope has a half-life of just 22 mins. Nonetheless, this hasn’t stopped it
being laser cooled in a MOT! [31]

2An alternative all optical route to BEC has also been demonstrated, where the laser cooled
atoms are loaded into an optical dipole trap and evaporatively cooled by reducing the laser intensity
in the trap [34].
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region using a low-conductance tube or a gate valve.

Making a Bose-Einstein condensate on an atom chip follows the same basic path,

with the magnetic trap being formed by the atom chip rather than by the conven-

tional large, external coils. The experimental requirements are also similar. Atom

chips offer some advantages over the conventional route. The requirements on the

loss rate are generally less stringent in atom chip experiments. This is because the

proximity of the wires to the atom cloud means that extremely tight traps can be

generated at modest currents, boosting the elastic collision rate. This also means

that large water-cooled coils and their associated high-current power supplies and

switches are no longer required, reducing the complexity of the experiment. How-

ever, atom chip BEC experiments must face two difficulties not present in a con-

ventional BEC experiment. The first is a problem of mode-matching. The density

limitation in the MOT means that the atom cloud is quite large (several mm), and

this large cloud must subsequently be loaded into magnetic traps produced by wires

whose scale is an order of magnitude smaller. The second is that an extremely good

vacuum is harder to achieve. Rather than a completely empty chamber, the mag-

netic trapping region must contain the atom chip, its support structure, electrical

feedthroughs etc. Great care must be taken during design and assembly to ensure

that a good vacuum can be achieved, and that there is no significant outgassing

when current is flowing.

Different approaches to these problems have been taken by the different atom

chip BEC experiments. To illustrate this it is useful to briefly consider the ap-

proaches used by the first two atom chip BEC experiments. Both experiments used

an atom chip fabricated with lithographically patterned wires. In the Tübingen

experiment [27], almost all the atoms from the MOT are collected in a macro-

scopic magnetic trap formed by a pair of coils inside the vacuum chamber. The

atoms are pre-cooled in this magnetic trap before being transferred to the atom

chip, where the final cooling is performed. This intermediate step allows excellent

mode-matching, and makes the overall process very efficient, and their condensates

contain up to 4 × 105 atoms. In the Munich experiment [28], the atoms are trans-

ferred directly from the magneto-optical trap into the magnetic trap formed by the

atom chip. Their magnetic traps are formed by 50µm conductors, making mode-

matching quite difficult. Although they load only 3× 106 atoms into the magnetic

trap, their extremely high trap frequencies (up to 6.2 kHz) allow them to evapora-

tively cool efficiently to BEC in just 900ms. This method, while simpler, results in

smaller condensates: their condensates typically contain 3× 103 atoms.

The approach taken in our experiment is closer to the latter. We use a single
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Figure 1.1: Our atom chip

vacuum chamber that contains the rubidium source and the atom chip. We achieve a

base pressure of ≤ 10−11 Torr, and trap lifetimes of up to 30 s. The rubidium vapour

is produced on demand by a resistively heated dispenser. Our atom chip is shown

in figure 1.1. The conductors are macroscopic (≥ 500µm) copper wires allowing us

to use quite large currents (up to 15A). The top surface of the chip is gold coated,

which allows us to use the mirror MOT technique that is also used in [28] to collect

cold atoms directly above the chip. Atoms are loaded directly on to the atom chip by

compressing the MOT using the fields produced by the atom chip. A diode pumped

Ti:Sapphire laser provides plenty of trapping light, allowing us to start with a large

number of atoms (1×108) in the MOT. We load 1.5×107 into the magnetic trap, and

our condensates contain 1× 104 atoms. The highest current that we use during the

experiment is 15A, which means that simple, inexpensive laboratory power supplies

can be used, and water cooling is not necessary. The relative simplicity of this

single-chamber design should be contrasted with [30] where the atom chip is loaded

with a BEC produced elsewhere. While the condensates are much larger (1 × 106

atoms), this experiment requires a Zeeman slower, a complex vacuum system, a

high-current water-cooled magnetic trap and an extremely precise translation stage

for the transfer process.

Our route to BEC is outlined in section 1.4

1.3 Overview of this thesis

The remainder of this thesis is structured as follows. Chapter 2 discusses the theory

of making a BEC and the properties of a BEC in a harmonic trap. The order
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follows that of the experimental sequence. Laser cooling and MOTs are discussed

first, followed by magnetic trapping and atom chips. A theoretical treatment of

evaporative cooling is presented, with the aim of highlighting the requirements for

achieving BEC. The discussion of BEC theory finishes the chapter.

Chapter 3 presents the construction of the experiment, including the atom chip.

Experimental techniques such as laser stabilisation and absorption imaging are also

discussed.

Chapter 4 describes in detail the optimisation and operation of each step on

the path to BEC outlined in the next section. The properties of the atom cloud

after each step are also presented. The chapter concludes with an evaluation of the

efficiency of the BEC creation process.

In Chapter 5, images of the atom cloud during condensate formation are analysed

in detail. The images are compared to a model for the density distribution of a

partially condensed cloud, and the static properties of the condensate in the trap

are extracted.

The thesis ends with a summary in Chapter 6, along with a discussion of some

future directions for the experiment.
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1.4 The path to BEC in pictures

4.9 mm

Figure 1.2: Step 1 - The mirror MOT

The process begins by collecting atoms

in the mirror MOT. It forms ∼ 4mm

above the chip, from a combination of

laser light and a quadrupole magnetic

field. The MOT begins to fill when the

rubidium dispenser is heated. At the

end of this stage the MOT contains 1×
108 atoms at a temperature of 50µK.

4.9 mm

Figure 1.3: Step 2 - The compressed
MOT (CMOT)

To load the magnetic trap, the MOT

is compressed by turning on the guide

wire on the chip and the external bias

field. This brings the MOT closer to

the surface and compresses it. At this

point, the cloud contains 1× 108 atoms

at a temperature of 85µK.

Figure 1.4: Step 3 - The mode-matched
trap

At the end of the compressed MOT

phase we optically pump the atoms into

a weak-field seeking state. The “mode-

matched” magnetic trap is turned on to

collect as many of the atoms as possi-

ble. All the laser light is shuttered off.

Here the cloud contains 1.5×107 atoms

at 83µK.
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Figure 1.5: Step 4 Compressing the trap

Next we compress the magnetic trap

to increase the elastic collision rate for

evaporative cooling. The compression

heats up the cloud, which extends be-

yond the field of view of our imag-

ing system. This cloud also contains

1.5 × 107 atoms, but the temperature

has increased to 690µK.

0.69 mm

Figure 1.6: Step 5 - Evaporative cooling

The final step is evaporative cooling to

BEC. This reduces the temperature of

the cloud by over three orders of mag-

nitude in 12.5 seconds - note the change

in scale. This cloud contains 2.6 × 104

atoms at just 270 nK, 48% of which are

in the condensate.
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Chapter 2

Background theory

This chapter covers the background theory underlying the creation and properties

of a Bose-Einstein condensate on an atom chip. The treatment is illustrative rather

than comprehensive; the theory of Bose-Einstein condensates and the methods used

in their creation has been extensively reviewed elsewhere and references are provided

in the appropriate section. The aim throughout is to cover the important results

and show how they apply to the rest of the work presented in this thesis.

The ordering of the chapter follows the experimental BEC creation sequence.

The first section looks at the theory of laser cooling and the MOT. Both Doppler

and sub-Doppler cooling mechanisms are described, and a simple discussion of the

origin of the confining force in the MOT is presented. Discussion of the limits on

density and phase space density in the MOT is postponed to Chapter 4, where they

are analysed in the context of our experimental data.

Once the atoms have been laser cooled, they can be magnetically trapped, which

is the subject of the next section. This section also outlines the theory of atom

chips.

The next stage in the experiment is to implement evaporative cooling to BEC.

The discussion of evaporative cooling presented here concentrates on deriving the

initial conditions required in the magnetic trap for successful evaporative cooling.

Before discussing the theory of Bose-Einstein condensates, it is useful to discuss

the properties of thermal atom clouds. In section 2.4 I justify the use of Maxwell-

Boltzmann statistics to describe laser-cooled and magnetically trapped atoms, and

derive the corresponding density distribution in the magnetic trap.

The final section deals with the formation and properties of Bose-Einstein con-

densates. The formation of BEC in a harmonic trap is discussed using a statistical

mechanical treatment. To examine the ground state properties of the condensate we
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must turn to quantum mechanics. The mean field theory of BEC and the Thomas-

Fermi approximation are briefly outlined. The remainder of this section deals with

modelling what happens when the BEC is released from the trap and allowed to

expand, in our case in one dimension. The results of this section are used to model

the experimental data in Chapter 5.

2.1 Laser cooling and the MOT

The laser cooling stages of the path to BEC allow us to capture atoms from the

vapour of rubidium from our dispenser (∼500K) and cool them to a temperature

of ∼50µK. The addition of a confining force in the MOT allows the atoms to be

trapped at densities of over 1017 m−3. This represents an astonishing gain in phase

space density. The theory of laser cooling is extensively reviewed in [35] and [36].

2.1.1 Slowing atoms with light

The principle underlying the deflection and slowing of atoms with laser light is

the conservation of momentum in the scattering process. Although the idea of

radiation pressure emerges from Maxwell’s equations, the most intuitive description

for momentum transfer in light scattering comes from quantum mechanics. In 1917,

Einstein proposed that light is quantised, with each quantum, or photon carrying

energy E = hf and momentum p = ~k, where f is the frequency and k the

wavevector of the light. When an atom absorbs a photon (from a laser beam, for

example), the energy goes into the internal state of the atom as the atom is promoted

to an excited state. The momentum is transferred to the centre of mass motion, as

the conservation of momentum requires the atom to recoil in the opposite direction

to the laser beam. Some time later, the excited atom will spontaneously decay to

the ground state, emitting a photon and recoiling again. Spontaneous emission is a

random process, with the probability of emission in any particular direction given

by the symmetric dipole radiation pattern. Averaged over many absorption and

emission cycles, the spontaneous emission results therefore in zero net change in

the momentum of the atom. The result of shining a laser beam on the atom is

therefore to change the momentum of the atom in the direction of the laser beam.

The momentum carried by each photon is extremely small, but because on resonance

an atom can scatter many photons the forces can be huge. With a laser beam it

is easy to drive a strong atomic transition into saturation, so that the atom spends

half its time in the excited state. In this case, each absorption-emission cycle takes

twice the excited-state lifetime τ and transfers ~k of momentum. The maximum
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force on the atom is then given by

F =
∆p

∆t
=

~k
2τ

. (2.1)

For the Rb D2 line τ = 27ns, and this force corresponds to a maximum acceleration

of 1.1× 105 ms−2, or > 104 g !

2.1.2 Doppler cooling

To move from slowing to cooling, it is necessary to find a way of narrowing the

velocity distribution of the atoms. This requires a dissipative, velocity-dependent

force. Doppler cooling was first suggested in 1975 by Hänsch and Schawlow [37].

Three counter-propagating pairs of beams, one along each of the Cartesian axes, are

used to illuminate the atoms from all directions. The light is red-detuned slightly

from resonance. As an atom moves through the light, the Doppler shift means that it

sees the light it is moving towards as closer to resonance, and the light it moves away

from as further from resonance. Therefore the atom scatters more photons from the

light that propagates in the opposite direction to its motion, and is slowed down -

regardless of which direction it is moving in. The Doppler effect for a moving atom

makes the scattering force velocity dependent, and spontaneous emission provides

the dissipation.

To get a more quantitative idea of of how this works as a cooling mechanism, it is

useful to consider a one-dimensional model with a single pair of counter-propagating

laser beams and a two-level atom. If each beam has an intensity I, the total force

on the atom is

F = ~k
Γ

2

[
s

1 + 2s+ 4(∆− kv)2/Γ2
− s

1 + 2s+ 4(∆ + kv)2/Γ2

]
(2.2)

where s = I/Isat, Γ is the natural linewidth, and ∆ is the detuning from resonance.

For red detuning and close to v = 0 the force varies linearly with velocity, and we

have a damping force

F = −αv (2.3)

with a damping coefficient given by

α = −4~k2s
2∆/Γ

[4∆2/Γ2 + 2s+ 1]2
. (2.4)

Equation 2.3 describes motion in a viscous medium, and this cooling scheme is

known as “optical molasses”.

The solution of the equation of motion 2.3 is exponential damping towards zero

velocity. However, the damping force discussed above is only the average force.
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The absorption and spontaneous emission process is a stochastic one, and so the

force has fluctuations which produce heating. This situation, with a force term

and a diffusion term can be analysed using the Fokker-Planck equation to yield

the velocity distribution of the atoms. From this it can be shown that the lowest

temperature is obtained when ∆ = Γ
2

and is given by

TD =
~Γ

2kB

. (2.5)

This is known as the Doppler temperature, and for rubidium TD = 144µK.

2.1.3 Sub-Doppler cooling

Historically, the observation of sub-Doppler temperatures in optical molasses came

as a complete surprise. The theoretical explanation was subsequently developed in-

dependently by two groups [38, 39], who showed that sub-Doppler cooling depends

upon two features that were left out of the Doppler theory of optical molasses de-

scribed above. The first is the multi-level nature of the atom. In practice, we do

not have a two-level system, but the ground and first excited states are split into a

number of sublevels. The second is the polarisation of the light field.

Consider a multi-level atom at rest, illuminated with light of a particular polari-

sation. Optical pumping will occur between the ground state sublevels. This results

in an equilibrium distribution of the ground state population between the sublevels

that reflects the local light field. Classically, this corresponds to orientation of the

atomic dipole relative to the polarisation of the light field. When the atom moves

through a spatially varying polarisation pattern, optical pumping will redistribute

the population so that the dipole follows the field. However, optical pumping be-

tween the sublevels takes a finite time, and so the orientation of the moving atom

always lags behind the polarisation state of the light. It is this non-adiabatic follow-

ing that gives rise to the sub-Doppler cooling effects. This is known as polarisation

gradient cooling.

Polarisation gradient cooling can be understood using simple one-dimensional

models first presented in [40], and well reviewed in [35] and [36]. This treatment

applies to a ∆J = +1 transition (such as the F = 2 → F ′ = 3 “trapping” transi-

tion in 87Rb ), with the light red-detuned from resonance as is the case in optical

molasses. In one dimension, there are two basic types of polarisation gradient. In

the lin⊥lin configuration the two counter-propagating beams have orthogonal lin-

ear polarisations. In this case the polarisation of the light field varies from linear

to circular to orthogonal linear and back again over a distance of λ/2, as shown in
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figure 2.1. In the σ+σ− configuration the laser beams have opposite circular po-

larisations. In this case, the polarisation is linear everywhere, but the polarisation

vector rotates around the beam axis with a pitch of λ/2. In the complex light field

of three-dimensional molasses, both are present. To show how the non-adiabatic

following gives rise to cooling we consider the two cases separately.

lin⊥lin cooling

The simplest atom susceptible to lin⊥lin polarisation gradient cooling has a J = 1/2

ground state and a J = 3/2 excited state. As the atom moves through the light

field, the AC Stark shift of each of the two ground state levels varies, as shown figure

2.1. Consider an atom in the mJ = +1/2 sublevel at the origin. As it moves from

left to right, kinetic energy is converted to potential energy as it climbs a potential

hill. At the top of the hill, the light is σ− and there is a strong probability that

the atom will be optically pumped into the mJ = −1/2 state, and find itself at the

bottom of a hill again. As the atom climbs these hills, kinetic energy is converted to

potential energy. The potential energy is radiated away during the optical pumping

process, as the spontaneous emission is at a higher frequency than the absorption,

the difference being the difference in light-shift between the two states (figure 2.1.

As with Doppler cooling, it is spontaneous emission that provides the dissipation.

The cooling is most effective for atoms moving with a velocity such that they travel

a distance λ/4 in the optical pumping time, as shown in figure 2.1.

σ+σ− polarisation gradient cooling

In the case of σ+σ− counter-propagating beams, the polarisation is linear every-

where, and the light-shift of each sublevel does not vary with position. The origin of

the cooling in this case is more subtle. The simplest case here is a J = 1 → J ′ = 2

transition. For such an atom at rest in a linearly polarised light field, the populations

in the mJ = ±1 sublevels are equal. As the atom moves through the polarisation

pattern, we can consider it as a dipole trying to follow the polarisation vector. As

discussed above, due to the finite optical pumping time, the dipole does not follow

the polarisation exactly, but lags slightly behind. This lag corresponds to an un-

equal population of the mJ = ±1 sublevels. The cooling arises because this unequal

population causes the atoms to scatter more photons from one of the beams than the

other. A more detailed consideration of the theory [40] shows that for red-detuned

light, the atom scatters more photons from the beam it is moving toward, and hence

is slowed down.
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0 λ/4 λ/2 3λ/4

mJ = +1/2

mJ = -1/2

σ+ σ−σ− σ+

Energy

Polarisation

Position

Figure 2.1: Lin⊥lin polarisation gradient cooling. An atom starting in the mJ = +1/2
state at the origin climbs a potential hill as it moves from left to right. As it reaches
the top of the hill at λ/4, it is optically pumped into the other state, and starts climbing
again. The kinetic energy of the atom is transferred to potential energy and radiated away
during the optical pumping cycle.
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The limits of polarisation gradient cooling

The temperature range over which these cooling mechanisms are active is roughly the

same in both cases. Both schemes require the atom to be moving slowly enough that

it travels roughly one wavelength in the optical pumping time. The optical pumping

time τp can be defined in terms of the rate of scattering of incident photons R as

τp =
1

R
. (2.6)

For the limiting case where R = Γ/2, this gives an upper limit on the velocity of

∼ 30m/s for rubidium. This means that these cooling mechanisms are only active

for atoms that have already been cooled by Doppler cooling. The fundamental limit

on the lowest temperature that can be achieved is set by the single photon recoil

velocity. As part of each optical pumping cycle, each atom spontaneously emits a

photon, and recoils. The lower limit on the momentum of the atom is therefore set

by the recoil momentum. By equating the kinetic energy corresponding to the recoil

velocity to 1/2kBT this limit can be define as a recoil temperature TR:

TR =
(~k)2

2mkB

. (2.7)

For rubidium, TR = 360 nK. In practice, it can be shown that for both mechanisms

optimal polarisation gradient cooling can achieve a lower limit of ∼ 10TR [40].

2.1.4 The Magneto-Optical Trap

The preceding two sections have shown how atoms can be slowed and cooled until

their temperature is only a few times the recoil limit. However, the forces involved

in both Doppler and sub-Doppler cooling are dissipative, not confining. Eventually,

the atoms will diffuse out of the laser beams, and be lost. What is needed is a

method to trap the atoms while they are being cooled. This can be achieved by

adding the magnetic field produced by a pair of anti-Helmholtz coils to the three

intersecting pairs of laser beams used for optical molasses. If the laser beams have

the correct polarisations, this adds a confining force to the dissipative cooling forces

described above. The result is known as the magneto-optical trap [41].

To see how the confining force arises it is useful to consider a simple one-

dimensional model. For simplicity we consider an atom that has a J = 0 ground

state, and a J ′ = 1 excited state. The atom is considered to be at rest, so the

Doppler shift can be ignored. The magnetic field is zero at the origin, and increases

linearly with z. Its direction is such that it always points away from the origin (this

is the one-dimensional analog of the three-dimensional quadrupole field produced
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Figure 2.2: Schematic of the MOT in 1D. The laser beams are red-detuned by ∆0 at the
centre of the trap. The polarisation state is defined relative to the magnetic field direction.
Due to the Zeeman shift an atom at z0 scatters more photons from the σ− beam, and
hence is pushed towards the origin.

by anti-Helmholtz coils). The atom is illuminated from either side with circularly

polarised light that is red-detuned slightly from resonance. To begin with we will

consider just the +z side of the origin as shown in figure 2.2. It is important to note

that in this figure (2.2), the polarisation states of the two beams are defined relative

to the magnetic field direction. The diagram shows that as we move away from the

origin, the Zeeman shift brings the mJ = −1 sublevel closer to resonance, and the

mJ = +1 level further away. This means that ∆m = −1 transitions to the mJ = −1

sublevel are favoured. Hence an atom at z0 will scatter more photons from the σ−

polarised beam coming from the right than it will from the σ+ beam coming from

the left. This results in a force pushing it to the left, towards the origin.

Now consider the situation on the −z side of the origin. Here, the magnetic

field points in the opposite direction. The light from the left is now σ− polarised

with respect to the magnetic field, and that from the right is σ+ polarised. Thus

we have the mirror image of figure 2.2, and away from the origin the atom feels a

force that pushes it to the right, which is again towards the origin. Hence the result

is a position-dependent restoring force that can be used to trap the atom. This

treatment can be extended to any J → J ′ = J + 1 transition, and applies along the

beam axes shown in figure 2.3 with the appropriate choice of beam polarisations.
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a) b)

Figure 2.3: The laser beam and coil geometry for (a) the usual 6-beam MOT and (b)
the mirror MOT. The beams are circularly polarised such that with respect to the local
magnetic field the polarisation varies from σ− to σ+ on crossing the centre of the trap.

The magneto-optical trap was first realised in the three-dimensional geometry

shown in figure 2.3. It is obvious that the red-detuned laser beams also from a three-

dimensional Doppler molasses, and so the atoms that collect in the trap should be

cooled to the Doppler temperature. It is less obvious whether the sub-Doppler

cooling processes described above can still operate. The polarisation state of the

light field is complex, and the Zeeman shift due to the magnetic field will perturb the

pattern of light-shifts that these cooling mechanisms depend upon. In practice, for

the heavier alkalis, sub-Doppler temperatures are routinely achieved in the MOT.

There is always a small region in the centre of the trap where the Zeeman shift is

low enough for the light shift to dominate, allowing polarisation gradient cooling to

take place. This means that large clouds tend to be hotter than smaller ones. The

limits of density and temperature that can be achieved in a MOT are discussed in

more detail in section 4.2.1.

Trapping above a surface - the mirror MOT

In a mirror MOT, two of the 6 beams of a normal MOT are replaced by reflected

light from a mirror, as shown in figure 2.3. As with a normal MOT, the polarisation

of each laser beam is such that it varies from σ− to σ+ with respect to the local field

on crossing the centre of the trap. The mirror MOT geometry allows the formation

of a MOT very close to a surface [7]. This is extremely useful for loading an atom

chip. Provided that the surface of the chip is smooth and reflective, atoms can be
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collected directly above the chip, and transferred straight into the magnetic fields

produced by the chip.

2.2 Magnetic guiding and trapping on an atom chip

2.2.1 The interaction of an atom with a static magnetic field

We start by considering an atom in a static magnetic field B. We choose the

basis where the total electronic angular momentum J and the total nuclear angular

momentum I are uncoupled, |J,mJ ; I,mI〉. The hyperfine interaction Hamiltonian

for an atom in the ground state is then

Ĥ = AI · J− µ·B . (2.8)

The first term is the magnetic dipole contribution to the hyperfine interaction1,

and the second term the interaction with the applied magnetic field. The magnetic

moment µ is given by

µ = −(µBgJJ + µNgII) (2.9)

where gJ and gI are the electronic and nuclear Landé g-factors. This Hamiltonian

(2.8) can be treated by perturbation theory in the case of weak and strong magnetic

fields, but for intermediate fields it must be diagonalised exactly. The alkali metals

turn out to be a rather fortunate case. As the ground state has L = 0 and S = 1
2
,

the total electronic angular momentum J = 1
2
. The J = 1

2
case can be diagonalised

analytically for all I, giving the Breit-Rabi formula (see for example [42]). The

result for the ground state of 87Rb , which has I = 3
2

is plotted in figure 2.4.

This shows that at low magnetic field (< 0.03 T), the total angular momentum

F is a good quantum number, and we can use the basis |F,mF 〉. The Zeeman shift

in this region is to a very good approximation linear with the applied magnetic field

(i.e. the magnetic moment µ is independent of B) , and we can write the Zeeman

shift as a function of magnetic field as

∆E = µBgFmFB (2.10)

where gF is an effective Landé g-factor given by

gF = gJ
F (F + 1) + J(J + 1)− I(I + 1)

2F (F + 1)
− µN

µB

gI
F (F + 1)− J(J + 1) + I(I + 1)

2F (F + 1)
.

(2.11)

1The electric quadrupole contribution to the hyperfine structure is ignored as it vanishes for
our case of J = 1

2
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Figure 2.4: The Breit-Rabi diagram for the 5s2S1/2 state of 87Rb

In most cases, the second term can be neglected as µN

µB
≈ 10−3. For 87Rb I = 3

2
and

so for the two hyperfine levels we obtain

F = 2 ; gF = +
1

2

F = 1 ; gF = −1

2
.

It is useful to separate out two groups of states2. States with gFmF > 0 have

lower energy in low magnetic fields and so these states are called weak-field seek-

ing. The opposite is true of states with gFmF < 0; these are called strong-field

seeking. Atoms in weak-field seeking states can be trapped in a local minimum of

the magnetic field. For 87Rb these states are shown in table 2.1. The stretched

state F = 2,mF = 2 has the strongest interaction with the magnetic field, and will

therefore be the most strongly trapped.

2.2.2 Magnetic potentials and the adiabatic condition

A weak field seeking atom trapped in a local minimum of the magnetic field oscillates

in the trap. It therefore explores a region where the magnetic field varies in both

magnitude and direction. In order to ensure that the atom remains trapped, it

2In the low-field approximation of a linear Zeeman shift, states with mF = 0 form a third group
that have no interaction with the applied magnetic field.
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|F,mF 〉 gFmF

|2, 2〉 1

|2, 1〉 1
2

|1,−1〉 1
2

Table 2.1: Weak field seeking states in 87Rb

must stay in the same magnetic sublevel as it moves through the field. In other

words, the projection of the magnetic moment on the local magnetic field must

remain constant. We can get an idea of what this means by considering the classical

picture of a magnetic moment precessing around the magnetic field at the Larmor

frequency ωL = gFmFµBB/~. The precession angle will remain constant so long

as any changes we make to the magnetic field are slow compared to the Larmor

frequency.

Quantum mechanically, the atom must remain in the same eigenstate of the

Hamiltonian (mF sublevel) as the magnetic field varies. In other words, in order

to avoid exciting transitions to other states, the Hamiltonian must change slowly

enough that we can solve the stationary Schrödinger equation

Ĥun = Enun (2.12)

at each instant of time. Then we expect that an atom in the eigenstate un(0) with

energy En(0) at time t = 0 will be in the eigenstate un(t) with energy En(t) at

time t. This is an example of the adiabatic approximation [43], which requires that

the rate of change of the Hamiltonian must be small compared to the transition

frequency ωif between the eigenstates:

1

~ωif

〈i|∂Ĥ
∂t
|f〉 � ωif . (2.13)

In our case, ωif is the Larmor frequency ωL, and we obtain3

1

|B|
∂B

∂t
� ωL (2.14)

which means that the magnetic field must change slowly compared to the Larmor

frequency, as we inferred from the classical argument. It can be seen from equation

2.14 that the adiabatic condition is most likely to be violated in regions of very

low magnetic field. In particular, in regions of zero magnetic field, the adiabatic

3In this treatment, the atom is stationary in a field whose direction and magnitude are varying
in time. This is equivalent to being in the frame of the atom for a moving atom.
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criterion (2.14) cannot be satisfied, as the projection of the magnetic moment is no

longer well defined. If the adiabatic condition is violated, the spin state of the atom

can flip. These spin flip transitions are known as Majorana transitions [44]. If the

atom flips into an untrapped spin state, it will be lost, and so Majorana transitions

lead to a loss rate from magnetic traps and guides.

If the adiabatic criterion holds, then the projection of the magnetic moment

onto the local field is always well-defined. The interaction energy −µ·B can be

replaced by −µ|B|, and we can consider the atom to be moving in a scalar potential

proportional to the magnitude of the magnetic field U = −µ|B|. The Stern-Gerlach

force comes naturally out of this picture as the gradient of the potential:

F = −∇U = µ∇|B| . (2.15)

It should be noted that this adiabatic elimination of the spin is not rigourous, even

when the rate of change of the magnetic field is small enough to satisfy 2.14. There

is a geometric phase associated with the motion of an atom around a magnetic field

minimum - the spin and the centre of mass motion are not separable. The quantum

mechanics of an atom propagating in a magnetic quadrupole guide has been exam-

ined in detail in [45]. For the purposes of this thesis the adiabatic approximation is

sufficient.

2.2.3 The single wire guide

A magnetic waveguide for weak field seeking atoms is realised by creating a minimum

of magnetic field along a line or a plane. Linear magnetic waveguides have been

demonstrated using arrays of permanent magnets [46], interleaved solenoids [47]

and current carrying wires [48, 49, 5, 6]. Waveguides using current carrying wires

are particularly attractive, as they are simple, switchable and allow great flexibility

in the geometry of the guiding potential. A number of different designs have been

used. The simplest geometry (based on wires alone) is the a two-wire guide [5, 6]

which consists of two parallel wires carrying current in the same direction. This

results in a line of zero magnetic field between the two wires, which can be used

to guide atoms. Previous experiments at Sussex on magnetic waveguides [49, 50]

used a four-wire guide. Here, four parallel wires are arranged on the corner of a

square. Adjacent wires carry current in opposite directions. This results in a two-

dimensional quadrupole field, with a zero along the axis of the guide. This kind of

guide offers very high transverse confinement. These guides both suffer from the

disadvantage that the atoms are guided between the wires, which makes optical

access for imaging very difficult. Also, as these structures are miniaturised in the
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wire bias

Figure 2.5: Principle of the single-wire guide.
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Figure 2.6: Sections through the potential: (a) (x, y0) and (b) (0, y). I = 8.07 A and
Bbias = 1mT

quest for tighter guiding potentials, it becomes increasingly difficult to load atoms

into the space between the wires.

With the addition of a uniform magnetic “bias field”, it is possible to make a

waveguide using only a single wire [48, 51]. The bias field exactly cancels the field

of the wire along a line parallel to the wire. Since the atoms are guided above the

wire, the wire can be located on a surface, and atoms can be guided parallel to the

surface. This configuration is the basic building block for all atom chip experiments.

It also has the advantage that the position and shape of the guide are easily adjusted

using the external magnetic field and the current of the wire.

Consider the geometry shown in figure 2.5. An infinitely long wire carries current

I in the −z direction (into the page), and a uniform bias field Bbias is applied in the

−x direction. If we take the centre of the wire as the origin, the combined magnetic
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Height y0 =
kI

Bbias

1.61 mm

Depth Bbias 1 mT

Gradient B′ =
2πB2

bias

kI
0.62 T/m

Table 2.2: Summary of the properties of a guide formed by a single wire and a bias
field. The right-hand column shows typical values for a current of 8.07 A and a bias field
of 1mT, which correspond closely with the parameters of our “mode-matched” magnetic
trap

field of the wire and the bias field is:

B(x, y) = kI

(
y

(x2+y2)
−x

(x2+y2)

)
+

(
−Bbias

0

)
(2.16)

where k = µ0/2π. The field lines are shown in figure 2.5. The magnetic field zero

forms on the y-axis (x = 0) at a height y0 = kI/Bbias above the centre of the wire.

From the field lines 2.5, we can see that the magnetic field around the zero has

quadrupole symmetry.

The potential is proportional to the modulus of the magnetic field:

B(x, y) =

√(
kI

y

(x2 + y2)
−Bbias

)2

+

(
kI

−x
(x2 + y2)

)2

. (2.17)

Sections through the potential along x = 0 and y = y0 are shown in figure 2.6. Close

to the centre of the guide, the magnitude of the magnetic field increases linearly

as we move radially outwards. This is characteristic of a quadrupole potential.

By performing a Taylor expansion of the potential around (0, y0) we find that the

gradients of the potential in the x and y directions are equal, and proportional to

the square of the bias field. At large distances the magnetic field becomes equal

to the bias field, which means that it is the bias field that sets the depth of the

potential well. The properties of the single-wire guide are summarised in table 2.2.

A waveguide of this type has a region of zero magnetic field along its centre.

This means that atoms can be lost from the guide due to Majorana transitions. The

zero can be eliminated by adding a magnetic field Bz along the z direction. The

potential becomes

B(x, y, z) =

√(
kI

y

(x2 + y2)
−Bbias

)2

+

(
kI

−x
(x2 + y2)

)2

+B2
z (2.18)

Looking again at the Taylor expansion around the centre of the guide we find that

B′
x = B′

y = 0. The radial potential has changed from linear to harmonic close to
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the centre of the guide. The strength of the confinement can now be described by

the curvature of the potential:

B′′
x,y =

B′2

Bz

(2.19)

where B′ is the radial field gradient of the original quadrupole guide. The depth of

the potential well becomes Bbias −Bz.

The quadrupole symmetry of the field lines makes the wire and bias field configu-

ration useful for more than just magnetic guiding and trapping, as in two dimensions

it is the correct magnetic field for making a MOT. For example, consider a wire

mounted on or just below the surface of the mirror used to make the mirror MOT.

With correct choice of current direction, the field lines of the guiding potential can

be made to have the same direction as the field lines of the MOT coils. Combin-

ing the two magnetic fields gives a single, three dimensional quadrupole minimum,

whose radial gradient is dominated by the field of the guide, and whose axial field

gradient is provided by the MOT coils. Changing the bias field moves this minimum

up and down. We can use the same laser beams that are used to make the mirror

MOT to make a MOT in this combined field. This is how the compressed MOT

stage of the experiment is operated.

2.2.4 The Ioffe-Pritchard microtrap

In order to turn the magnetic guide described above into a trap, the atoms must

be confined axially. One way to achieve this is to superimpose a three-dimensional

quadrupole field as described above, to give a linear confining potential in the axial

direction as well. While it is possible to achieve tight confinement and a large trap

depth with this configuration, it has one major disadvantage. The minimum in a

trap of this type is always a zero of the magnetic field, and so there is a region at

the centre of the trap where Majorana losses will occur. As the atom cloud is cooled

towards the BEC temperature, a greater fraction of the cloud will be in this region,

and the loss becomes increasingly significant.

Rather than adding a quadrupole field to confine the atoms axially, we can add

an axial magnetic field that has a non-zero minimum. This kind of trap is called a

Ioffe-Pritchard trap [52]. In its original configuration, shown in figure 2.7, the radial

two-dimensional quadrupole field is generated by four current carrying rods. The

axial confinement is provided by a pair of coils carrying current in the same sense

and separated by a distance greater than their radius. In the same way, small coils

can be used to turn miniature quadrupole waveguides into miniature Ioffe-Pritchard

traps. For example, in the four-wire waveguide developed at Sussex, the four wires

are exactly equivalent to the current carrying rods described above. By adding a
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Figure 2.7: The Ioffe-Pritchard trap in its original configuration. The radial quadrupole
field in generated by four rods each carrying a current I. Adjacent rods carry current in
opposite directions, as indicated above. The axial confinement is provided by a pair of
coils which carry current in the same sense.

pair of coils, the guide was “pinched off”, forming a miniature Ioffe-Pritchard trap

which was used to trap cold atoms for several hundred milliseconds [49, 50]. As the

single wire guide also produces a radial quadrupole field, it too can be turned into

a miniature Ioffe-Pritchard trap by adding a pair of coils [51].

In our case, the axial confinement is produced by wires rather than coils. Nonethe-

less, close to the centre of the trap, the form of the magnetic potential is very similar.

The original Ioffe-Pritchard configuration (figure 2.7) is considered here as its cylin-

drical symmetry allows simple approximate results for the trapping potential to be

derived. Axial confinement with wires is the subject of the next section (2.2.5).

The trap potential is obtained by a Taylor expansion about the centre of the trap

of the magnetic field produced by the rods and the coils. The four rods carrying

current in the directions shown in figure 2.7 produce a radial quadrupole field given

by

Bquad(x, y, z) = B′

 y

x

0

 (2.20)

to leading order. This Taylor expansion also applies to the quadrupole produced

in the single wire guide shown in figure 2.5. The Taylor expansion of the magnetic
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field produced by the coils gives

Bcoils(x, y, z) = B0

 0

0

1

+
B′′

2

 −xz
−yz

z2 − 1
2
(x2 + y2)

 . (2.21)

Combining these two results 2.20 and 2.21, results in the following expression for

the magnetic potential close to the origin4

BIP (x, y, z) = B0 +
B′′

r

2
(x2 + y2) +

B′′

2
z2 (2.22)

where the radial curvature B′′
r is

B′′
r =

B′2

B0

− B′′

2
. (2.23)

The potential 2.22 is an anisotropic harmonic oscillator potential, with different

curvatures in the radial and axial directions. Harmonic oscillator potentials can be

characterised by their oscillator frequency ω, which is related to the curvature of

the potential by

ω =

√
gFmFµBB′′

m
. (2.24)

For good evaporative cooling, the trap needs to be as tight as possible. From

equation 2.23 it follows that to get a high radial curvature the magnetic field at

the bottom of the trap B0 should be as small as possible. Therefore most of the

field at the bottom of the trap is cancelled by adding a uniform magnetic field

in the opposite direction. The increase in radial curvature due to this bias field

cancellation is critical in reaching BEC. The aim is to make the axial bias field as

small as possible, while avoiding Majorana losses. The net B0 at the bottom of the

trap is usually < 10−4 T.

2.2.5 End wires

While coils have been successfully used to create miniature Ioffe-Pritchard traps,

they are not very compatible with the idea of an atom chip, as they must protrude

above the surface that the wires are patterned on. Also, it is difficult to make coils

on the scale of a few tens of microns. To make a fully microscopic atom trap based

on a chip, another method of confining the atoms axially is required. One way of

doing this is using current carrying wires that run perpendicular to the guide wire.

4This Taylor expansion only applies close to the origin. Far from the origin, the radial potential
is dominated by the gradient B′. As this gradient can be very high in a microtrap, the harmonic
approximation to the potential often only applies in a very small region around the centre of the
trap.
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Figure 2.8: Axial confinement with end wires underneath the surface. The graph shows
Bz(z) 2mm above the centres of the end wires for I = 15 A and d = 2.65 mm, with no
cancellation of B0.

On our atom chip, the axial confinement is provided by two “end wires” that run

underneath the surface of the chip, and carry current in the same direction (figure

2.8). Figure 2.8 also shows the z component of the magnetic field produced by these

wires a distance h above their centres. Confining the atoms axially this way leads

to a Ioffe-Pritchard trap that is harmonic axially and radially as before. However,

as the wires are long in the x-direction, there is no curvature of the field in the

x-direction, unlike for the coil pair.

Both the axial trap depth and trap frequency depend on the wire separation.

The trap depth is the difference between the field above each wire and the field in

the centre of the trap. Therefore the trap gets deeper as the wires are moved further

apart. Moving the end wires too far apart gives a very “flat” minimum and a low

trap frequency. The trap depth and frequency also depend on the height of the

trap. The Taylor expansion for the magnetic field produced by the end wires at the

centre of the trap is complicated, and so as the field due to a long straight wire is

easily calculable analytically in all space, a computer program such as Mathematica
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Figure 2.9: The Z-trap configuration. Axial confinement is produced by bending the
ends of the wires into a “Z”, forming a Ioffe-Pritchard type trap. The bias field is in
the plane of the wires. A three-dimensional quadrupole field can be produced instead by
making the Z into a “U”, by using terminal B instead of A or C instead of D as shown.

is used evaluate the true potential shape and trapping frequencies. The shape of the

actual magnetic trap is discussed in more detail in section 4.4.2.

Running wires underneath the guide wire in this way eliminates the problem

of coils protruding above the surface, but ideally we would like all our wires to be

patterned in a single plane, so that the whole chip can be fabricated using microelec-

tronic techniques. An excellent solution to this problem is the “Z”-trap [7]. Here,

the guiding wire is bent through 90 degrees at each end to form a Z, as shown in

figure 2.9. With the addition of a homogenous bias field parallel to the to the ends

of the Z, this forms a Ioffe-Pritchard trap. Apart from its simplicity and planar

geometry, the Z configuration has several other advantages for producing a BEC.

The axial depth can be made much larger than with the wires underneath. This is

because at the ends of the trap Bbias adds to the field of the wire, increasing the

depth. Having only one current flowing to produce the trap gives some common-

mode type rejection of the magnetic field noise. By adding an extra connection, as

shown in figure 2.9, the Z can become a “U”, which produces a three-dimensional

quadrupole field suitable for a MOT. Its disadvantage is that it is less flexible, as

the axial confinement cannot be varied independently of the radial confinement.

2.3 Evaporative Cooling

Magneto-optical traps work extremely well. However, as discussed in section 2.1.4,

the temperature that can be achieved is limited by the recoil momentum. The

density is also limited - by radiation pressure inside the cloud. Taken together,

these limits combine to set a limit of ∼ 10−5 on the phase space density that can be



CHAPTER 2. BACKGROUND THEORY 30

achieved - five orders of magnitude away from the BEC transition.

The only technique that has been developed to cross the gap is evaporative

cooling. Evaporative cooling is a well-known and widely observed phenomenon 5.

For a system of particles with a finite binding energy, such as molecules at the surface

of a liquid, or in our case, atoms in a magnetic trap that has a finite depth, the

hottest particles are the most likely to escape. When they leave, they take away more

than their share of the energy. After the remaining energy has been redistributed,

the average energy of the remaining particles decreases, and the system cools.

In these experiments, evaporative cooling is implemented in the magnetic trap,

using forced RF evaporation. The hottest atoms are coupled out of the trap in an

energy-selective way by using RF radiation to drive transitions between the magnetic

sublevels. The transition rate is only significant when the atoms are in resonance,

which occurs when the Zeeman splitting of the magnetic sublevels is equal to the

RF frequency:

gFµBB = ~ωRF . (2.25)

The atoms are driven into untrapped spin states and lost from the trap. Only atoms

with sufficiently high energy can climb the trapping potential to a point where they

are Zeeman-shifted into resonance. In three dimensions, this resonance condition

forms a three-dimensional “evaporation surface” around the atoms.

For this to be a cooling process rather than simply a loss rate, the energy must

be redistributed amongst the atoms that remain. In the magnetic trap, the energy

is redistributed by elastic collisions between the atoms. To continue the cooling,

the trap depth is reduced continuously by ramping down the frequency of the RF

radiation. As the atoms cool down, they occupy a smaller and smaller volume at

the bottom of the trap. Hence, if the cooling is working well, the density increases,

even though atoms are being lost. As the atom cloud is getting both colder and

denser, its phase space density increases.

2.3.1 A simple model for evaporative cooling.

The theory of evaporative cooling is an interesting application of classical kinetic

theory. A detailed treatment can be found in [53]. I will use a simpler model that

treats the evaporation process as a series of steps [54, 55]. Each step starts with

N atoms in the trap at a temperature T . The RF cut then removes all the atoms

with an energy greater than ηkBT from the trap, where η is known as the truncation

5It’s the reason why Ph.D. students sweat when they cycle into the lab in the morning, and it’s
what cools their cup of coffee while they check their email.



CHAPTER 2. BACKGROUND THEORY 31

parameter. The atoms are then allowed to rethermalise, and at the end of each step,

new values for N and T are calculated.

The equilibrium energy distribution of the atoms in the trap is given by the

Boltzmann distribution (see section 2.4), which can be written as

P (ε) = Aρ(ε)e−ε (2.26)

where ε = E/kBT , ρ(ε) is the density of states, and A is a normalisation constant.

Here I will treat the case of a 3D harmonic trap where ρ(ε) ∝ ε2; the theory can

also be applied to other power-law potentials.

After truncation, the most energetic atoms are lost and the energy distribution

is well approximated by a truncated Boltzmann distribution [53], i.e.

P (ε) =

Aρ(ε)e−ε ε ≤ η

0 ε > η
(2.27)

After the rethermalisation time τth, the truncated distribution rethermalises.

The fraction of atoms lost by the truncation at is

∆N

N
=

∫∞
η
P (ε)dε∫∞

0
P (ε)dε

=
Γ(3, η)

2!
(2.28)

where Γ(n, x) =
∫∞

x
tn−1e−tdt is the incomplete gamma function, and Γ(n) ≡ Γ(n, 0).

This allows us to write down a rate equation for the number of atoms:

Ṅ(t)

N
= −Γ(3, η)

2!

1

τth
− 1

τloss

. (2.29)

The lifetime of the magnetic trap τloss includes the effect of undesirable losses from

the trap, that are not due to the truncation process. It includes the effect of collisions

with background gas, as well as losses due to inelastic collisions in the trap. Here,

this loss rate is assumed to be constant; this assumption is justified in section 2.3.2.

Equation 2.29 shows the essential feature of evaporative cooling; it is an exponen-

tial process. By considering the energy lost from the cloud, a similar rate equation

for the energy of the trapped cloud can be derived:

Ė(t)

E
= −Γ(4, η)

3!

1

τth
− 1

τloss

. (2.30)

To make progress, it is necessary to look at what determines the characteristic

time for rethermalisation τth. Energy is redistributed within the cloud by elastic

collisions. The rethermalisation rate is therefore the rate of elastic collisions divided
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by the mean number of collisions per atom needed for rethermalisation to take place,

which I will take to be four, following the theoretical estimate in [56]. The elastic

collision rate γel is given by

γel = n0σelv̄
√

2 (2.31)

where n0 is the peak density, σel is the cross-section for elastic collisions (see section

2.3.2) and v̄
√

2 is the average relative velocity between two atoms. Using the results

in section 2.4 for a thermal cloud at equilibrium in a harmonic potential, the elastic

collision rate can be written in terms of the geometric mean trap frequency ω̄, the

number of atoms N and the temperature T :

γel(t) = σel ω̄
3

√
6m

(2π)3/2kB

N(t)

T (t)
. (2.32)

The rate of change of the elastic collision rate γ̇el(t) during evaporation is of

critical importance. By combining equations 2.29 and 2.30 and writing τth = 4/γel,

a rate equation for the collision rate can be derived:

γ̇el(t)

γel(t)
=
−γel(t)

4

(
Γ(3, η)− Γ(4, η)

3!
+

4

γel(t)τloss

)
. (2.33)

If γ̇el(t) < 0, the collision rate decays rapidly with time, the rethermalisation time

τth = 4/γel(t) → ∞ and the evaporation process grinds to a halt. In contrast,

exponential growth of the collision rate (i.e. γ̇el > 0) allows a faster than exponential

growth in the phase space density. This is known as “runaway evaporation”.

Equation 2.33 sets the requirements on the initial conditions for the evaporation.

In order to have runaway evaporation and a sustainable increase in the phase space

density, we must have γ̇el(0) > 0. The threshold for runaway evaporation as a

function of η and γelτloss is shown in figure 2.10. This shows that to cool effectively

and reach BEC we must have

γelτloss & 150 at t = 0.

2.3.2 Collisional properties of rubidium

To see exactly what this condition means in terms of the experimental parameters,

the collisional properties of rubidium must be considered. The collisional properties

of rubidium are examined in detail in [57]. They show that in the temperature range

0 to 1mK, the elastic cross-section for two body collisions in the |2, 2〉 state of 87Rb

is roughly constant at ∼ 10−11 cm2. At low temperatures (< 30µK) the scattering

is dominated by the s-wave contribution and the elastic cross-section can be written

in terms of the s-wave scattering length a:

σel = 8π2a2 . (2.34)
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Figure 2.10: Threshold for runaway evaporation. The solid line shows the threshold
˙γel(t) = 0 as a function of the truncation parameter η and the product γelτloss. Runaway

can only occur if ˙γel(t) > 0, i.e. in the region shown

The s-wave scattering length is determined in [57] to be (+104.5 ± 2.5) a0 where

a0 is the Bohr radius. The positive value for the scattering length means that the

interactions are repulsive.

The cross-section for inelastic processes is important in determining τloss. From

the same paper, the inelastic rate constant for collisions between 87Rb atoms in the

|2, 2〉 state is 2×10−16 cm3s−1. Typically, the decay rate due to collisions with back-

ground gas is ∼0.1 s−1, and so inelastic collisions are not important until the density

reaches ∼ 5 × 10−14 cm−3. In our trap, densities close to this size are only reached

in the condensate itself. Background gas collisions dominate during the evapora-

tion, and the assumption made above of a constant τloss during the evaporation is

justified.

In contrast, in 85Rb, the elastic cross-section is at least an order of magnitude

lower over the above temperature range. This because of a zero in the s-wave contri-

bution to the cross-section. The inelastic cross-section shows no such suppression,

and so it is extremely difficult to produce a 85Rb condensate in a standard magnetic

trap by simple evaporative cooling. In order to achieve a high enough collisonal

cross-section to reach BEC, the scattering length must be tuned by using a Fesh-

bach resonance in high magnetic field [58]. This is the reason why 87Rb was chosen

for these experiments.
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2.3.3 Optimising the RF trajectory

In the model above, the evaporation has been considered as proceeding at a constant

truncation parameter η. In this case the trajectory for the RF frequency is obtained

from the magnetic field that corresponds to the truncation energy:

E = ηkBT = µBgFmF (B −B0) (2.35)

where B0 is the magnetic field at the bottom of the trap. Using the resonance

condition equation 2.25 this yields the following equation for the RF trajectory:

f(t) = f0 +
ηkBT (t)

hmF

(2.36)

with f0 = µBgf/hB0. The RF trajectory follows the evolution of the temperature

of the atoms.

The goal of optimising the evaporation trajectory is to cool to BEC while losing

as few atoms as possible. This leads to a natural definition of the efficiency K as

the gain in phase space density per atom lost:

K = −d(PSD)/PSD

dN/N
. (2.37)

It has been shown that the condition for optimisation of the evaporation trajectory

is equivalent to maximising the efficiency at every point [59]. The efficiency of our

evaporation ramp is discussed in section 4.6.1.

2.4 Thermal atom clouds

This section briefly considers the thermodynamics of a gas of cold atoms far from

quantum degeneracy. We begin by justifying the use of Maxwell-Boltzmann statis-

tics to describe laser-cooled and magnetically trapped atoms. This distribution is

then used to derive the density distribution of atoms in the magnetic trap. The

expansion of a thermal cloud after release from the magnetic trap is also discussed.

2.4.1 The thermodynamics of cold atoms

In the above discussion, both laser and evaporative cooling were discussed in terms

of a temperature. The underlying assumption in both cases is that the velocity

distribution of the atoms is described by a Maxwell-Boltzmann distribution. Each

component of the velocity vj follows a Gaussian distribution:

P (vj) =
1

vj,rms

√
2π

exp

(
−

v2
j

2v2
j,rms

)
. (2.38)
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where vj,rms ≡
√
〈v2

j 〉. The temperature T is defined by its relation to the mean

square velocity:

T ≡
m〈v2

j 〉
kB

(2.39)

In this thesis, a cloud whose temperature can be defined according to equation 2.39

will be referred to as a thermal atom cloud.

The Maxwell-Boltzmann distribution is usually derived by considering a classical

gas of non-interacting particles in thermal equilibrium with a heat bath at tempera-

ture T . This is quite different from the case of laser cooled or magnetically trapped

atoms, where the atoms are isolated from their room temperature surroundings.

In the magneto-optical trap, the atoms interact strongly with the light field,

which certainly cannot be described as a heat bath with a well-defined tempera-

ture. The justification for the use of the Maxwell-Boltzmann distribution in this

case follows from a consideration of the forces acting on the atoms [36]. The force

can be described in terms of two components: an average force arising from the

radiation pressure of the light beams, and a fluctuating force due to spontaneous

emission. The statistical mechanics of this situation are described by the Fokker-

Planck equation. If the average force is proportional to the velocity (i.e. a damping

force), and the fluctuations are independent of velocity (which is the case for sponta-

neous emission), then the steady state solution of the Fokker-Planck equation is the

Maxwell-Boltzmann distribution. It is therefore reasonable to define a temperature

according to equation 2.39, even though the concept of thermal equilibrium does

not apply.

In the magnetic trap, the atoms are completely isolated from the environment.

In this case, the concept of a temperature only applies in the presence of collisions,

which allow the system to reach an equilibrium state. The temperature of the

ensemble is again defined using equation 2.39. As the collision rate in the magnetic

trap can be very low, the system can take several seconds to reach equilibrium,

and non-equilibrium states can easily be produced. This is the case during the

compression of the magnetic trap, as discussed in section 4.6.

2.4.2 Thermal clouds in a harmonic trap

For a particle in a one-dimensional harmonic potential, the time averaged kinetic

and potential energies are equal, i.e.

1

2
mvj(t)2 =

1

2
mω2xj(t)2 . (2.40)
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This means that the Gaussian Maxwell-Boltzmann velocity distribution of the atoms

in a thermal cloud gives rise to a Gaussian spatial distribution,

nth(r) = n0 exp

(
−
(
x2

2σ2
x

+
y2

2σ2
y

+
z2

2σ2
z

))
(2.41)

where the peak density n0 is

n0 =
N

(2π)(3/2)σxσyσz

. (2.42)

The rms width σj in each direction is given by

σj =

√
kBT

mω2
j

. (2.43)

2.4.3 Expansion of thermal clouds

The rms velocity of the atoms in each direction can be expressed in terms of the

cloud size and the trap frequencies by combining equations 2.39 and 2.43:

vj,rms =

√
kBT

m
= σjωj . (2.44)

If the thermal cloud is suddenly released from the trap, its initial velocity distribution

is “frozen in”. This means that after an expansion time t its size in each direction

becomes

σj(t) =
√
σ2

j (0) + v2
j,rmst

2 = σj(0)
√

1 + w2
j t

2 . (2.45)

Thus the evolution of the width of the expanding cloud can be described by a scaling

parameter λj,th

λj,th =
√

1 + ω2
j t

2 . (2.46)

It is also useful to write the above results in a different way. Equation 2.46 can also

be written as

σ2
j (t) = σ2

j (0) + v2
j,rmst

2 = σ2
j (0) +

kBT

m
t2 . (2.47)

Thus the temperature of a thermal cloud can be measured by allowing it to expand

and measuring its width as a function of time. This applies to the cloud released

from the MOT as well as from the magnetic trap,

2.5 Bose-Einstein condensation in a harmonic trap

The intention of this section is to establish a theoretical framework for describing

the properties of our BEC, and to relate these properties to parameters that can
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be measured experimentally. Rather than complete, rigorous derivations, I will

concentrate on presenting the main results and an argument as to where they come

from. Many reviews of BEC theory have been written; the treatment in this section

mainly follows refs. [33, 60].

2.5.1 The formation of BEC

Bose-Einstein condensation is a macroscopic occupation of the ground state of the

system as the temperature is lowered below a critical temperature Tc. The statistical

mechanics for the case of a uniform gas of non-interacting bosons is most easily

treated in the grand-canonical ensemble. This is a textbook problem [61], and yields

simple results for thermodynamic quantities such as the critical temperature and the

fraction of atoms in the ground state. In this section I will discuss the extension of

this treatment to the case of non-interacting bosons in a harmonic external potential

[60, 62]:

U(r) =
1

2

∑
j=x,y,z

mω2
j r

2
j . (2.48)

In the grand canonical ensemble, the mean number of bosons in the state i of energy

εi is given by the Bose-Einstein distribution:

N̄i =
1

eβ(εi−µ) − 1
(2.49)

where µ is the chemical potential and β = 1/(kBT ). In the case of our harmonic

oscillator potential, the energy of the ith state is given in terms of the quantum

numbers of the energy levels nx, ny, nz by

εi = εnx,ny ,nz = (nx +
1

2
)~ωx + (ny +

1

2
)~ωy + (nz +

1

2
)~ωz . (2.50)

We are interested in the occupation number of the ground state N0. From equation

2.49 it follows that this will become large when the chemical potential approaches

the energy of the lowest state:

µ→ 1

2
(ωx + ωy + ωz) . (2.51)

The total number of atoms N can be written as the sum of the number of atoms

in the ground state N0 and the number of atoms in all the excited states,
∑

i6=0Ni.

Taking the limit (2.51), this gives

N = N0 +
∑

nx,ny ,nz 6=0

1

exp[β~(ωxnx + ωyny + ωznz)]− 1
. (2.52)
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To obtain N0 in terms of N , we must evaluate the sum. By making a “semi-

classical” approximation, this sum can be replaced by an integral. This requires two

assumptions. The first is that the available energy is large compared to the spacing

of the harmonic oscillator energy levels. This means that instead of summing over

the discrete energy levels, we can integrate over a smooth density of states ρ(ε). The

second assumption is that we can take the thermodynamic limit N →∞, which sets

the upper bound on the integral. Equation 2.52 becomes

N = N0 +

∫ ∞

0

ρ(ε)dε

exp(βε)− 1
. (2.53)

The density of states for the harmonic oscillator potential (2.48) is

ρ(ε) =
1

2

ε2

(~ω̄)3
(2.54)

where ω̄ is the geometric mean trapping frequency ω̄ = (ωxωyωz)
1/3. On integrating,

we obtain
N0

N
= 1− ζ(3)

N

(
kBT

~ω̄

)3

(2.55)

where ζ(n) is the Riemann Zeta-function. This can be written as

N0

N
= 1−

(
T

TC

)3

(2.56)

where TC the critical temperature for Bose-Einstein condensation is defined by

TC =
~ω̄
kB

(
N

ζ(3)

)1/3

= 0.94
~ω̄
kB

N1/3 . (2.57)

The results obtained above are a very good approximation, both to more de-

tailed theoretical results and to experimental data [63]. The main weakness of this

treatment is the semiclassical approximation; and the taking of the limit N → ∞
in particular. For 104 atoms, finite size corrections to the thermodynamic relations

2.56 and 2.57 are of the order of 5%. It is also approximate in a different sense, as we

have completely neglected interatomic interactions. The rigorous treatment of the

statistical mechanics of a finite number of trapped, interacting bosons is complicated

theoretical problem (see [60] and references therein).

2.5.2 Quantum Mechanics and BEC - Mean Field Theory

To describe the statics and dynamics of the BEC, we have to treat the quantum

mechanics of a system consisting of N interacting bosons confined in an external
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potential U(r, t). A strong analogy can be drawn here with quantum optics. Photons

are also bosons, and the electromagnetic field can be quantised in terms of harmonic

oscillator modes (see for example [64]). To generalise this treatment to BEC, we

replace the photon creation and annihilation operators with the boson field operators

ψ̂(r) and ψ̂(r)†, which respectively annihilate and create a particle at position r.

One advantage of applying this second-quantised approach is that the creation and

annihilation operators provide a straightforward way to describe the interactions.

This allows us to write down the complete Hamiltonian for the system

Ĥ =

∫
drψ̂†(r)

[
~2

2m
∇2 + U(r)

]
ψ̂(r) +

1

2

∫
drdr′ψ̂†(r)ψ̂†(r′)V (r − r′)ψ̂(r′)ψ̂(r)

(2.58)

The first term describes the kinetic energy and the external potential energy. The

second term describes interactions between the atoms. As the BEC is a dilute

system, only two body interactions are included6 via an interaction potential V (r−
r′). For cold, dilute alkali atoms, the interactions are well described by a “hard-

sphere” interaction characterised by a single parameter - the s-wave scattering length

a. This means that we can write an effective interaction potential

V (r − r′) = gδ(r − r′) (2.59)

where g is related to the scattering length a by g = 4π~2a/m. While it is possible to

calculate parameters of the condensate by attacking this Hamiltonian 2.58 directly

with Monte-Carlo methods, this strategy becomes harder and harder as the number

of atoms increases. A common approach to interacting many-body problems is to

use a mean-field description. For a large number of particles we can approximate

the (time-dependent) field operators as

Ψ̂(r, t) = Φ(r, t) + Ψ̂′(r, t) . (2.60)

The function Φ(r, t) represents a mean field. It is defined as the expectation value

of the field operator: Φ(r, t) = 〈Ψ̂(r, t)〉. The density of the condensate is given by

its modulus n(r, t) = |Φ(r, t)|2, and it has a well-defined phase which describes the

first-order coherence. As a result, Φ(r, t) is often referred to as the “wave function”

of the condensate. The operator Ψ̂′(r, t) describes the fluctuations around this mean

field. An equation for Φ(r, t) can be derived [60] by writing the time evolution of the

field operator Ψ̂(r, t) using Heisenberg’s equation of motion with the Hamiltonian

6Higher order processes do occur, but processes such as three body recombination cause the
particles to be lost from the condensate, and so do not affect the ground state properties to first
order. They do mean however that the condensate has a finite lifetime.
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(2.58). The result is known as the time-dependent Gross-Pitaevskii (G-P) equation

i~
∂Φ(r, t)

∂t
=

[
− ~2

2m
∇2 + U(r, t) + g|Φ(r, t)|2

]
Φ(r, t) (2.61)

This has the form of a non-linear Schrödinger equation. The time-independent

version of this equation is obtained by writing the order parameter as Φ(r, t) =

φ(r)e(−iµt/~), where Φ is real. The result is the time-independent Gross-Pitaevskii

equation: (
−~2∇2

2m
+ U(r) + gφ2(r)

)
φ(r) = µφ(r) (2.62)

2.5.3 The Thomas-Fermi approximation

To find the ground state of the condensate, we need to solve this time-independent

G-P equation 2.62. As the atom number becomes large, the kinetic energy term

becomes less and less important with respect to the interaction energy. For large

enough N , we can neglect the kinetic energy term completely7. This is called the

Thomas-Fermi approximation and it yields a simple formula for the density profile

of the ground state in a harmonic trap:

nTF (r) = |Φ2| = max


µ− 1

2

∑
j=1,2,3

mω2
j r

2
j

g
, 0

 . (2.63)

The density profile is an inverted parabola, mirroring the shape of the potential,

which goes to zero in each direction at the Thomas-Fermi radius given by

Rj,TF =
1

ωj

√
2µ

m
. (2.64)

From the normalisation of the density profile (2.63), we can derive a useful expression

for the chemical potential in terms of the number of atoms in the condensate N0,

the scattering length a and the geometric mean trapping frequency ω̄ = [ω1ω2ω3]
1/3:

µ =
1

2
~ω̄

(
15N0a

√
mω̄

~

)2/5

. (2.65)

7How large is large enough? The relevant quantity [65] is the dimensionless parameter ζ =
(8πNa/ar)1/5 where ar =

√
~/mωr is the radial harmonic oscillator length. The ratio of the

kinetic energy to the interaction energy is of the order ζ−4 ∼ N−4/5. This means that the kinetic
energy is only 0.4% of the interaction energy for just 1000 87Rb atoms.
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2.5.4 Modelling axial expansion

The formation of a Bose-Einstein condensate is usually observed by releasing the

atoms from the trap and allowing the cloud to expand. The condensate shows up

as a sharp peak, as it expands much more slowly than the thermal cloud. In our

case, rather than using a three-dimensional expansion, the cloud is just released

axially, and allowed to expand along the waveguide. In both cases, relaxing the

trap amounts to a perturbation of the condensate. One approach to calculating its

subsequent evolution is to directly solve the time-dependent G-P equation (2.61).

Although this equation can be solved numerically in many cases, it isn’t a trivial

problem. Castin and Dum [66] introduced an alternative method for calculating

the evolution of a BEC in the Thomas-Fermi approximation in a time-dependent

harmonic potential:

U(r, t) =
1

2

∑
j=1,2,3

mω2
j (t)r

2
j (2.66)

They show that the evolution can be described by a scaling of the widths of the

condensate in each direction rj by a time-dependent scaling parameter λj(t). They

derive the equations describing the evolution of the scaling parameters using a clas-

sical argument, and then show that the result is also a solution of the quantum

mechanical equation 2.61. The classical argument is as follows. Consider a classical

gas of density ncl in which each particle experiences a force

F (r, t) = −∇ (U(r, t) + gncl(r, t)) (2.67)

At t = 0, the gas is in equilibrium and so F = 0. This equilibrium condition

is satisfied if the classical density is replaced by the density in the Thomas-Fermi

approximation nTF (r, t). Thus the classical and quantum steady-state solutions

coincide in the Thomas-Fermi approximation. For t > 0, the solution we seek has

the form of a dilatation of the gas. This means that each particle should move along

a trajectory given by

rj(t) = λj(t)rj(0) (j = 1, 2, 3) (2.68)

We obtain the equations of motion for the particles by substituting the force

(equation 2.67) into Newton’s second law, giving

mr̈j(t) = −∂U(r, t)

∂rj

− ∂(gncl(r, t))

∂rj

(2.69)

From the equation for the trajectory (2.68) it follows that the density will evolve as

ncl(r, t) =
1

λ1(t)λ2(t)λ3(t)
ncl(r, 0) (2.70)
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Substituting this into (2.69) and using the equilibrium condition at t = 0 to write

∇(gncl(r, 0)) = −∇U(r, 0) gives

mλ̈j(t)rj(0) = −∂U(r, t)

∂rj

+
1

λj(t)λ1(t)λ2(t)λ3(t)

∂U(r(0), 0)

∂rj(0)
(2.71)

By combining this with the equation for the trapping potential (2.66) we obtain the

result that the trajectory (2.68) is a solution of the equation of motion provided the

scaling parameters satisfy

λ̈j(t) =
w2

j (0)

λj(t)λ1(t)λ2(t)λ3(t)
− ω2

j (t)λj(t) (2.72)

The evolution of our BEC can now be obtained by solving these coupled differential

equations, which is a far easier task than solving the time-dependent G-P equation.

The initial conditions are that λj(0) = 1 and that λ̇j(0) = 0, as the gas is initially at

rest. To describe the axial expansion, we are interested in the case where the trap

frequencies are suddenly altered (ω → βω) at t = 0. Assuming that the trapping

potential is radially symmetric, then the equations for the scaling parameters in the

radial and axial directions are

λ̈r(t) = βrω
2
rλr(t)−

ωr

λr(t)3λz(t)
; λ̈z(t) = βzω

2
zλz(t)−

ωz

λr(t)2λz(t)2
(2.73)
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Chapter 3

Apparatus and methods

3.1 Overview

The experimental requirements for BEC were discussed in section 1.2. To recap, we

need a laser system that produces light for cooling, imaging and optical pumping,

a very good vacuum and a tight, stable magnetic trap. This chapter will describe

in detail the apparatus that was constructed to meet these requirements. Details of

general experimental techniques such as imaging and laser locking are also presented.

The business end of the experiment is shown in figure 3.1. The vacuum chamber

containing the atom chip is at the centre of the picture. The vacuum system is

described in section 3.2 and the atom chip in section 3.3. In the photograph they

are obscured by coils that generate various magnetic fields used in the experiment.

For example, the magnetic trap is formed from the fields produced by the wires on

the atom chip, the bias coils, and the z-cancelling coils. Production and control of

the magnetic fields is the subject of section 3.4, which also describes the computer

control of the timing.

Also shown in figure 3.1 are the paths of some of the laser beams as they enter

the vacuum chamber. A new laser system was designed and constructed as part of

the work for this thesis, and so it is described in some detail in section 3.5. This is

followed by section 3.6 which describes the imaging system and the simple analysis

of absorption images.

3.2 The vacuum system

Ultra High Vacuum (UHV) is essential for all atom optics experiments. The need for

a long magnetic trap lifetime makes the requirement even more stringent for BEC
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Figure 3.1: A photograph of the heart of the experiment. The experimental axes used
throughout the rest of this thesis are also shown. The vacuum chamber containing the
atom chip is at the centre of the picture under all the coils. The chip surface is in the
horizontal x − z plane, and the guide wire runs in the z direction. Orange lines indicate
how some of the laser beams enter the chamber. The 45◦ beams (see section 2.1.4) for the
mirror MOT (top left and top right) enter the vacuum chamber through a large viewport
on the top. The horizontal MOT beams (one of which is shown bottom left) and the
imaging beam (bottom right) enter through smaller viewports on the side of the chamber.
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experiments. A new vacuum system was designed and constructed to accommodate

the mirror MOT design, and to allow us to reach pressures of the order of . 1× 10−11

Torr.

The vacuum system and its internal components are illustrated in figure 3.2. The

chamber is an 8” “spherical octagon” supplied by Kimball Physics Inc, and is made

from 304 grade stainless steel. The chamber has 8 inch (DN160 CF) Conflat sealing

surfaces on the top and bottom and a 23
4

inch (DN40 CF) Conflat sealing surface on

each side. All of the internal components including the electrical feedthroughs are

mounted on the bottom flange. This can be removed as a single unit and worked

on separately. The top port is sealed with a viewport, which allows access for the

mirror MOT 45◦ beams as shown in figure 3.1. The remaining ports are used for

pumps, gauges and viewports as shown in figure 3.2. All viewports are standard

uncoated glass.

The system is pumped by three pumps. The primary pump is a 20 l/s ion pump

(Varian VacIon Plus 20 model 919-0235). This is mounted on the end of a 150mm

nipple to reduce the stray field at the centre of the chamber due to the ion pump

magnets. The chamber is also pumped by a non-evaporable getter pump (SAES

Sorb-AC GP50). When the experiment is operating, the system is also pumped

by a liquid nitrogen cold finger. This consists of a dewar connected by a pipe to

a piece of OFHC copper rod which enters the chamber just behind the dispenser.

The aim of the cold finger was to rapidly pump untrapped rubidium atoms after the

dispenser pulse. Using the nude ion gauge (Varian UHV 24p) we have measured the

pressure in the chamber as a function of time following the dispenser pulse. The

cold finger does not change the decay time constant, but it does reduce the peak

pressure that is reached after a pulse. We also find that it makes a big difference

to the base pressure in the chamber, typically gaining us a factor of 3, and it also

helps maintain this pressure during a day of operating the experiment.

The gauge has an X-Ray limit of 5×10−12 Torr. In practice, the gauge controller

stops displaying a reading below 1×10−11 Torr. When the vacuum is at its best, we

obtain this condition without adding the liquid nitrogen to the cold finger. Under

these conditions we measure an initial magnetic trap lifetime of 30s.

3.2.1 The bottom flange

The bottom port of the vacuum chamber is sealed by a 304 stainless steel blank

flange, which carries the chip, the rubidium dispenser, the electrical feedthroughs

and the MOT coils. The complete assembly is shown in figure 3.3. Two mini-Conflat

flanges milled directly on to the flange take 10-pin electrical feedthroughs. Three
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Figure 3.2: Scale drawing of the vacuum system viewed from above.
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Figure 3.3: The bottom flange assembly

blind tapped holes in the bottom flange are used to mount a stainless steel baseplate,

which carries the other components.

The rubidium dispenser consists of a small stainless steel pocket containing ru-

bidium chromate and a reducing agent. The dispenser is heated by passing current

through it. Above a threshold temperature of ∼500◦C , the rubidium chromate is

reduced, producing rubidium vapour which escapes though a slit. The threshold

nature of the chemical process helps ensure that the rubidium flux drops rapidly

when the dispenser is switched off. The dispenser is placed close to the trapping

region to give a large rubidium flux in the capture region [67]. By applying a short,

high current pulse, the dispenser is rapidly heated up, raising the local rubidium

partial pressure and filling the MOT. Once the MOT has filled, the dispenser is

switched off, allowing the vacuum to recover. Two bolts and large stainless steel

washers secure each end of the dispenser to a MACOR pillar, and provide the elec-

trical connections. A piece of copper wire positioned in front of the dispenser shields

the MOT and magnetic trap from atoms streaming directly out of the dispenser.

The MOT coils have an internal diameter of 3 cm and are wound from Kapton

insulated copper wire. Each coil has 81 turns. We find that with sufficient baking,

the outgassing from the Kapton wire is negligible. Running current through the

wire during the bakeout, helps drive off any trapped gas. The coils are wound on

stainless steel formers, which position them at the correct angle. The remaining
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part of the bottom flange assembly is the atom chip, which is described in section

3.3.

3.2.2 Assembly and bakeout

Before assembly, all of the vacuum components were thoroughly cleaned as follows:

• scrub thoroughly with detergent

• ultrasonic cleaning for 10 minutes in detergent

• rinse with tap water and then distilled water

• dry

• rinse with methanol

• ultrasonic cleaning for 10 minutes in methanol

• rinse with acetone

• ultrasonic cleaning for 10 minutes in acetone

• dry

During and after cleaning, all the components are only handled with gloves to avoid

fingerprints.

During bakeout, the system is placed in an oven which can maintain a constant

temperature of up to 270 ◦C . A bellows connects the UHV valve to a pumping

station consisting of a turbo pump backed by a diaphragm pump. A residual gas

analyser and an ion gauge are also mounted on the system, giving excellent diag-

nostics on the progress of the bakeout.

The maximum temperature that we can use during bakeout is limited by the glue

used in the assembly of the chip to about 125 ◦C . We typically bake the system at

this temperature for four days. Before the UHV valve is closed to isolate the system

from the turbo, the dispenser and getter pump must be activated. The getter pump

is activated first by passing current through its integral heater. During this process,

large amounts hydrogen are liberated from the getter. The dispenser must then be

activated. Following the procedure laid out in [67], the dispenser is degassed at 5A

for 5 hours. Finally, a second short getter activation is performed. The ion gauge is

also degassed at this stage. Once all the activations have been performed, the ion

pump is started and the chamber is isolated from the turbo pump. The heaters are
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Figure 3.4: The atom chip assembled and in position. The upper and lower MOT coils
are visible at the top and bottom of the picture. Also visible are the ceramic blocks that
hold the chip in place and the end wires covered with ceramic beads.

switched off when the pressure has dropped below 10−8 Torr. When the system is

cold, the bellows is disconnected, and a blank flange attached to a roughing valve is

used to blank off the UHV valve (see figure 3.2). By roughing the space behind this

valve to 10−1 Torr the leak rate through the UHV valve is dramatically reduced.

3.3 The Atom Chip

Our atom chip is shown in figure 3.4. It was designed and constructed in collabo-

ration with the Optoelectronics Research Centre at the University of Southampton,

UK. All of the “glasswork”, including the preparation of the fibre and the difficult

and time-consuming polishing was undertaken at Southampton by Kentaro Furu-

sawa.

The atom chip was originally designed for a two-wire interferometry experiment.

The two guide wires were held in a specially prepared silica fibre, which was then

glued to a 3mm thick glass substrate (figure 3.5a). A mirror-quality surface was

then obtained by gluing two microscope cover slips to the substrate either side of the

fibre and polishing the surface flat. The polishing process left only 15µm of glass

above the wires, to enable the atoms to be trapped very close to the wires. To make

the mirror for the mirror MOT, the surface was gold coated. Axial confinement

was provided by four “end-wires”, two of which pass through holes in the substrate

underneath the guide, and two of which are placed at the ends of the chip (figure

3.5b).
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Figure 3.5: The structure of the atom chip,(a) cross-sectional view and (b) top view (not
to scale). All dimensions are in millimetres.

Unfortunately, during early experiments with this atom chip, the fibre was de-

stroyed due to the failure of the electrical connection to the guide wires. The two

guide wires were 80µm diameter copper wires. Despite the relatively poor thermal

conductivity of silica, the fibre provided good heatsinking of the wires, and cur-

rents of up to 4A per wire could be carried in vacuum with no significant heating.

However, to avoid hotspots forming where the wires emerged from the fibre, it was

vital to make an electrical connection to a much thicker wire right at the end of the

fibre. This was done using silver DAG, a suspension of silver particles in an organic

solvent, which was painted over the whole area of the connection. When the solvent

is driven off by heating the connection, the deposit of silver that remains forms

a low-resistance electrical connection. Its drawback is that the structure is highly

porous, and it is easy to form air bubbles. One of these large bubbles under the

surface of the silver left part of one of the guide wires exposed, forming a hotspot

that rapidly lead to the failure of the one of the guide wires. During attempts to

repair the chip, the fibre became detached from the surface and was destroyed. In

the chip used for the experiments described in this thesis, the fibre was therefore

replaced by a single wire.

The glue used to assemble the atom chip is a two-component epoxy adhesive

(BYLAPOX 7285). Its low viscosity allows thin, even layers to be produced, and as

our experiments show, it has excellent vacuum properties. The metal coating on the

atom chip is made up of two layers, deposited in a single run. The first is a 100 nm

thick layer of chromium, deposited using RF sputtering with argon gas. This helps

the gold adhere to the glass. The gold layer is 60 nm thick and was deposited by

thermal evaporation. Ceramic insulated copper wire was used for the guide wire,

to ensure electrical isolation from the gold surface. The copper wire is 0.5mm in
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diameter, and the insulation is 15µm thick. The end wires are 0.8mm diameter

OFHC copper wire.

The mount for the atom chip is made from stainless steel and MACOR ceramic.

Ceramic end pieces hold the chip in place. The guide wire is located using V-grooves

on the upper surface of these end pieces, and held in place by stainless steel clamps

as shown in figure 3.4. These end pieces also hold in place the end wires at each

end of the atom chip. Two more ceramic blocks either side of the atom chip help

locate the end wires. The wires are connected directly to the pins of the vacuum

feedthrough using gold plated UHV connectors. Ceramic beads are used to insulate

the end wires. In figure 3.4, the chip is mounted in position on the bottom flange,

and the upper MOT coil is visible at the top of the picture.

3.4 Magnetic fields and computer control

In this section I will discuss the how the fields that make up the magnetic trap are

generated and controlled. The computer control of the timing of the experiment is

also described.

3.4.1 External coils

The coils outside the vacuum chamber are shown in figure 3.1. Each coil that is

labelled in the figure is one of a pair of coils that are arranged as close as possible

to the Helmholtz configuration.

As well as the magnetic fields produced by the atom chip, two external magnetic

fields are needed to produce the magnetic trap. The first is the bias field Bbias

which in combination with the guide wire forms the single wire guide on which the

trap is based. This is produced by a pair of rectangular Helmholtz coils mounted

around the vacuum chamber, which produce a magnetic field in the −x direction.

The coils (22 cm × 29 cm) are wound from 30 turns of enamelled copper wire wound

on aluminium formers, which are discontinuous to eliminate eddy currents. Perspex

spacers hold the coils 13 cm apart. The second is the z-cancelling field, which is

applied in the opposite direction to the z component of the field produced by the

end wires. This field reduces the axial bias field at the bottom of the trap B0, and

increases the radial frequency. It is produced by two 9 cm diameter 100 turn coils

wound on plastic formers that are mounted around the z viewports. The magnetic

field produced by these sets of coils is calibrated as a function of current in situ. For

the bias coils, this is done by measuring the height above the surface of the atom

cloud in the waveguide. The field produced by the z-cancelling coils is measured by
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looking at the variation of the field at the bottom of the trap as a function of the

current in the coils , using RF evaporation.

Other magnetic fields are used during the experiment for imaging, controlling the

height of the MOT etc. These are produced by three additional pairs of coils pro-

ducing fields in the x, y and z directions that were originally designed for cancelling

the earth’s magnetic field for optical molasses. They are labelled as the x, y, z-earth

coils in figure 3.1. These coils are made from 25-core computer ribbon cable. A

strip of the cable can be formed into a coil by adding a D-connector at each end,

offsetting the connectors by one strand. This has the advantage that the coils can

easily be unplugged and removed to allow access to the vacuum system. The y-coils

are wound directly around the top and bottom flanges, producing a near-perfect

Helmholtz configuration. The x and z coils are rectangular and supported by a

framework of aluminium posts that also support the bias coils.

3.4.2 Current control

To control the magnetic fields during the experiment, currents through the various

coils and the wires of the atom chip have to be switched and/or ramped. The current

control circuit that we use is shown in figure 3.6. Six of these circuits were built

for the experiment. The switching element is a field effect transistor (FET). In the

steady state, the circuit provides a current that is proportional to an analogue control

voltage. The switching characteristics are determined by the characteristics of the

load and the time constant of the integrator. The circuits are built on aluminium

heat sinks to dissipate the heat produced by the FET and the sense resistor.

In its original form with purely integral gain, this circuit works well when driving

resistive loads such as the guide and end wires. The current through these wires

can be switched on and off in ∼ 100µs. The voltage of the power supply that drives

the load must be carefully adjusted so that it is just sufficient to drive the required

current. Any additional voltage is dropped across the FET, which may then have

to dissipate excessive power. Operating for long in this regime is bad news for the

FET, which meets a smoky end. In the case of coils and wires that are inside the

vacuum, this is disastrous, as the FETs blow to a short circuit1.

Driving inductive loads such as the bias and z-cancelling coils is more difficult.

Here the load has an inherent time-constant which depends on the inductance.

Trying to drive the load faster than this with the circuit as shown in figure 3.6

results in substantial overshoot. Increasing the voltage on the power supply helps

1A relay-based protection circuit was developed that trips on sensing the over-current that
occurs when the FET fails. However, this is not foolproof either, and so extreme vigilance is
currently used to protect the wires in the vacuum.
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Figure 3.6: The current driver circuit. Components in red are additional components
used when driving inductive loads. The I(Vin) transfer function is set by R1, R2 and
Rsense. The sense resistor is typically 0.24 Ω.

by allowing a higher short-term current which speeds up the response of the load.

However, this strategy is limited by the power that the FET can dissipate, as once

the circuit had reached its steady state, the additional voltage is dropped across the

FET. We get around this by adding some proportional gain to the circuit using a

resistor as shown in red in figure 3.6. This allows much higher switching speeds at

short times, while the integrator ensures the correct, stable value of the current at

longer times. An inductive load also makes the circuit much more likely to oscillate,

as stray capacitance can cause the circuit to behave as an LCR resonant circuit. For

example, the bias coils have a resonance at 234 kHz. A capacitor between the gate

and drain of the FET rolls off the gain at high frequencies to reduce this problem.

With these modifications, the current in the coils can be switched in ∼1ms.

The analog control voltages come from two types of source. For simple switching,

an analog multiplexer circuit gives out a preset voltage that depends on the state(s)

of TTL logic input(s). During the experiment, the guide current, bias field and

z-cancelling field must all be ramped slowly. The analog control voltages in this

case are generated by programmable arbitrary waveform generators. On receiving

a TTL trigger, these output a preprogrammed voltage sequence.

Low current noise is essential for reaching BEC, as noise in the magnetic field

can lead to heating of the trapped cloud, especially if it is at a frequency close to

the trap frequencies. When the FET circuit is operating correctly, the noise level is
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limited by the noise on the control voltage. The RMS level of current noise is less

than 0.04% over the bandwidth 20Hz to 300 kHz in all cases.

3.4.3 Computer control

During an experimental run, shutters, laser detunings, AOMs and magnetic fields

etc. must all be precisely switched. To ensure good repeatability, a high timing

accuracy (∼1µs) is required. This precludes the use of a Windows based program

to control the timing, as Windows system interrupts can introduce significant timing

error. Our experiment is controlled by a 286 PC running DOS. The computer con-

trols an Amplicon PC214E digital I/O and counter-timer board, which can provide

48 TTL outputs, 24 of which are used in these experiments. Each digital output

is buffered by a 50Ω line driver. The board is controlled using a Pascal program

written by Ben Sauer, which allows programming of the timing sequence for the

experiment. The system works well, providing a repeatability of better than 500 ns

and a minimum pulse length of ∼25µs.

It has two main drawbacks. The first is that current control beyond simple

switching must be delegated to external waveform generators as described above.

These are expensive, must be programmed separately and are not necessarily well

synchronised with the computer as they have their own internal clocks. The second is

that DOS limits us to a fairly primitive user interface. The experiment is sufficiently

complex that this is time-consuming to reprogram for different experiments, and

mistakes are easily made. Improved computer control would be a useful future

modification to the experiment.

3.5 The laser system

3.5.1 Overview

Laser light at several different frequencies is required during the BEC experiment.

These are illustrated in figure 3.7 along with the hyperfine structure of the ground

5s2S1/2 and excited 5p2P3/2 states of the D2 transition in 87Rb . The process starts

with the magneto-optical trap. This requires light at two frequencies, for trapping

and repumping. The trapping light must be red detuned by a few linewidths from

resonance with the F = 2 → F ′ = 3 transition. To collect a large number of atoms,

we would like as much light as possible. With the high intensity and the mixed

polarisation of the MOT beams there is a high probability of off-resonant excitation

of the F = 2 → F ′ = 2 transition. The F ′ = 2 state can decay by spontaneous

emission into the lower ground state (F = 1), which is dark. A repump laser is
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Figure 3.7: The hyperfine structure of the 5s2S1/2 and 5p2P3/2 states of 87Rb , showing
the laser frequencies required for the experiment, and the intervals (in MHz) between the
hyperfine levels.
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required to prevent all the atoms being rapidly pumped into this state and lost from

the trap. This is tuned to the F = 1 → F ′ = 2 transition as shown in figure 3.7.

During the CMOT phase, the detuning of the trapping light must be increased

to allow the cloud to compress. After the CMOT, the atoms must be prepared in

the F = 2,mF = 2 state for magnetic trapping. This is done by optical pumping,

using σ+ light on the F = 2 → F ′ = 2 transition. The F = 2,mF = 2 final state

that we desire is dark, which minimises the heating of the atom cloud during optical

pumping.

Finally, to extract the properties of the atom cloud it must be imaged. This is

done using two methods as described in section 3.6. Clouds in the magneto-optical

trap are imaged using the fluorescence due to the MOT light itself. Clouds in free

expansion and in the magnetic trap are imaged using the shadow that they cast

in a probe beam. To get the highest signal, this probe beam is resonant with the

F = 2 → F ′ = 3 transition.

The light at these various frequencies is generated using three separate lasers, as

shown in figure 3.8. The reference laser is an external cavity diode laser locked on

the trapping transition (F = 2 → F ′ = 3 in 87Rb ) using a polarisation spectroscopy

locking technique. The MOT laser is a single mode Ti:Sapphire ring laser, pumped

by a diode pumped solid state laser at 532 nm and locked to an internal reference

cavity. We control its centre frequency by beating it against the reference laser

and controlling the reference cavity to maintain the desired beat frequency. This

is called frequency offset locking (section 3.5.4). The repump laser is an external

cavity diode laser of the same design as the reference laser. It is locked close to the

repump transition (F = 1 → F ′ = 2 in 87Rb ) by polarisation spectroscopy.

The MOT light is obtained from the Ti:Sapphire laser using an AOM, which

allows it to be switched on and off rapidly. The MOT laser is detuned to red of

the reference laser by 106MHz. Upshifting it by 88MHz with the AOM, the light

is finally detuned by -18MHz as we require for the MOT. The detuning is varied

simply by adjusting the beat frequency between the MOT and reference lasers. This

makes the system very flexible. For example, a 85Rb MOT can be made instead,

simply by locking the repump and reference laser to the corresponding transitions.

No re-alignment or adjustment of AOM frequency is necessary.

Repump light for the MOT simply comes straight from the repump laser as

shown in figure 3.8. An optical isolator prevents unwanted feedback into the laser,

and a glass plate splits of a few percent of the light for the polarisation spectroscopy

lock. The MOT and repump beams are combined on a polarising beam cube. The

45 degree beams enter the chamber via the top viewport, and the horizontal beams
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via the z viewports as shown in figure 3.1. Polarising beam splitter cubes and half

wave plates allow the intensity in each beam to be varied independently. The light is

circularly polarised by quarter-wave plates just before the beams enter the chamber

The optical pumping light is obtained from the reference laser by a double pass

through a 140MHz AOM as shown in figure 3.8. Again, an optical isolator just after

the laser prevents unwanted optical feedback. The optical pumping beam enters the

chamber along the same path as one of the horizontal MOT beams. This allows

it to be collinear with the direction of the residual axial bias field of the trap B0,

which makes optical pumping more straightforward. The optical pumping beam is

discussed in detail in section 4.3.

The light used for imaging is derived from the MOT laser, upshifted by 100MHz

using a fixed-frequency AOM. For imaging, the offset frequency is set to -98.5MHz,

which gives a net detuning of +1.5MHz after the AOM. This small detuning com-

pensates for the effect of the imaging magnetic field (see section 3.6.1). The beam

propagates perpendicular to the guide wire and enters the chamber via the x view-

ports as shown in figure 3.1

To achieve a long magnetic trap lifetime, we have to ensure that the atoms are

not scattering any laser light. The attenuation provided by the AOMs used to switch

the beams is at best a factor of 10−4 on a single pass. Therefore, mechanical shutters

have to be used on all the beam paths that lead to the chamber. To eliminate less

direct light, the laser system is completely covered by a black enclosure, with holes

for the MOT, optical pumping, and imaging beams. Blackout curtains around the

vacuum chamber further reduce the amount of stray light.

The rest of this section describes the lasers and the locking schemes in detail.

3.5.2 The lasers

The diode lasers

External cavity diode lasers are now commonly used in atomic physics experiments.

Free-running laser diodes typically have a linewidth of 100 MHz, and so some form

of frequency selective feedback must be used to narrow the linewidth before they are

suitable for use in laser cooling experiments [68]. The most popular design uses a

diffraction grating to provide the frequency selection. The laser runs in an “external

cavity” formed by the back facet of the laser diode and the diffraction grating. The

diffraction grating is mounted at the Littrow angle, so that light in the first diffracted

order is fed back into the laser diode, and the zeroth order forms the output beam

[69] (see figure 3.9). At Sussex University, this technique has evolved into a simple

and reliable laser design based around a commercial mirror mount [70]. Part of the
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work for this thesis consisted of developing a standardised design for the whole laser

system. Several systems have now been produced to this design and are in use in

laser cooling and trapping experiments in the Sussex group. This laser system is

briefly discussed here.

The laser itself is constructed exactly as laid out in [70]. The only modification is

the addition of a piezoelectric stack element (Thorlabs AE0203D04) underneath the

precision screw that adjusts the horizontal angle of the grating, as shown in figure

3.9. This operates at a lower voltage (0 to 150V) than that typically used with the

piezo discs, but provides a large extension (4.6µm), allowing the laser to be tuned

over a very large range without opening the enclosure to adjust the precision screws.

An integrated temperature sensor was also embedded into the laser mount, giving

an accurate calibrated reading of the laser temperature.

All the lasers use Sanyo DL7140-201 diodes which have a nominal wavelength

of 785 nm and a maximum CW output power of 80mW. These diodes work very

well. At a temperature of 16-18◦C and an an injection current of ∼60mA, we get

an output off the grating of 30mW for 70mW intracavity power at 780 nm. It is

fairly easy to tune the laser so that it will scan single mode over 3GHz at the

D2 transition wavelength (see for example figure 3.12), although the size of the

obtainable tuning range does depend on the individual diode. These diodes work

better on the trapping transitions than on the repump transitions. The laser will

scan further between mode hops, and we have had one diode that would not lase

single mode at full power on the repump transition.

A block diagram of the laser system is shown in figure 3.10. In order to provide

a stable output and a narrow linewidth, the laser temperature, current and cavity

length must all be precisely controlled. In addition it is useful to be able to monitor

the laser temperature, current and intracavity power. The laser box is shown in

figure 3.9. It holds the laser, its current driver and protection electronics, and

some monitoring electronics. A small perspex cover encloses just the laser itself,

reducing the effects of acoustic noise and temperature changes. A single shielded

cable connects the laser box to a control/interface box. The laser current and

temperature are set here, and a panel meter displays the laser current, temperature

and intracavity power. This box also contains the commercial temperature control

electronics. Connectors on the rear allow connection to the piezo stack, and permit

modulation of the injection current. A single unit provides separate power supplies

for the temperature control and for the laser diode and control electronics. The

remaining component of the system is a driver for the piezo stack.

The laser system as a whole performs well, and is very easy to use. The temper-
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Figure 3.9: A photograph of the diode laser box. The perspex box covering the laser
itself has been removed. This photograph was taken by Dr. Peter N. Smith.
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Figure 3.10: Block diagram of the diode laser system

ature stability provided by the two enclosures and the large tuning range provided

by the piezo stack mean that we almost never have to open the laser box to adjust

the precision screws. In an air-conditioned lab, the passive stability is good enough

that the lasers will remain on the correct mode and transition for several days.

The Ti:Sapphire Laser

The MOT and imaging beams are provided by a Coherent MBR-110 Ti:Sapphire

laser system, pumped by a 5W Coherent Verdi V-5 diode-pumped solid state laser

at 532 nm. This provides much more power than the diode lasers, which allows us

to collect many more atoms in the MOT.

The Ti:Sapphire laser has a ring cavity. Coarse wavelength selection is provided

by a birefringent filter, and fine tuning by a piezo and galvanometer controlled

etalon. The laser also houses a temperature controlled reference cavity. The control

electronics supplied with the laser include servo loops to control the etalon trans-

mission, and to lock the laser to the reference cavity. With the laser locked to the

reference cavity, the laser frequency can be scanned by up to 40GHz by scanning

the reference cavity length. The reference cavity servo lock gives the laser an RMS

linewidth of 100 kHz measured relative to the reference cavity. With 5W of pump

power, we obtain a single mode output power of 400mW with the laser running

on the rubidium D2 transition. The output beam spatial mode is TEM00, and the

beam is horizontally polarised.

The passive stability of this laser is excellent. We find that for day to day

operation, a wavemeter is not necessary. The birefringent filter almost never requires

adjustment . We tune the laser using a saturated absorption spectrometer. Once the
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output power has been peaked using the pump mirror alignment, the rubidium D2

lines are located by looking for the fluorescence in the rubidium cell using a CCD

camera. The saturated absorption spectrum then allows us to pick out the 87Rb

trapping transition. The etalon and reference cavity servo loops are then closed,

and fine tuning of the laser frequency is performed using the “scan offset” option on

the control electronics.

3.5.3 Polarisation spectroscopy lock

The most common technique for sub-Doppler resolution spectroscopy is saturated

absorption spectroscopy [71]. Here, the change in absorption of a weak probe beam is

monitored as the laser frequency is scanned across the Doppler-broadened transition.

A stronger counter-propagating pump beam depletes the population in the lower

state, causing a dip in the absorption of the probe beam. The counter-propagating

beam geometry ensures that only those atoms in a narrow velocity class near v = 0

interact resonantly with both beams at the same time, allowing sub-Doppler reso-

lution. A dispersion signal can be obtained by modulating the laser frequency over

a transition peak, and using lock-in detection.

Polarisation spectroscopy is a related technique that offers a higher inherent

signal-to-noise ratio [72]. Instead of monitoring the change in absorption of the

probe beam, we look for a change in its polarisation. It allows a dispersion curve

to be obtained directly, without the need for modulation of the laser frequency

[73]. This has been used elsewhere to stabilise the frequency of diode lasers in 87Rb

trapping experiments [74]. The polarisation spectrometer we use is shown in figure

3.11.

A

Rb cell
linear
polariser

M1

M2

polarising
beam
cube

λ/4 plate

B

photodiodes

beam
splitter

differential amplifier

Figure 3.11: Layout of the polarisation spectrometer
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The incoming laser light is split into a weak probe beam and a stronger pump

beam. A quarter-wave plate circularly polarises the pump beam, while the probe

beam is linearly polarised. The beams overlap in the rubidium cell. The probe po-

larisation is adjusted so that far from the atomic transition, the signal on each of the

photodiodes is equal. When the laser frequency is tuned to an atomic transition, the

circularly polarised pump beam causes optical pumping, leading to a non-uniform

population of the magnetic sublevels. This anisotropy makes the sample birefringent

and dichroic for the incoming probe light. After passing through the cell, the plane

of polarisation of the probe light is rotated slightly, and its ellipticity is changed.

These changes in the polarisation state of the probe light are detected as changes

in the intensity on each photodiode. As shown in Appendix A, taking the differ-

ence of the two photodiode signals yields a dispersion curve as the laser is scanned

across an atomic transition. No modulation of the laser frequency is required. The

counter-propagating beam geometry allows sub-Doppler resolution, in the same way

as for standard saturated absorption spectroscopy. In the case of the reference laser

spectrometer, the rubidium cell is placed in a mu-metal shield, to reduce the effects

of Faraday rotation on the observed signal.

Figure 3.12 shows the error signal from the reference laser polarisation spectrom-

eter as the laser frequency is scanned across the transitions from the upper ground

state hyperfine level for both isotopes. Large dispersion features are visible on the

trapping transition for both isotopes, providing excellent signal to noise for locking

to. There are weaker dispersive-type signals on some of the other transitions, as well

as on some of the crossovers. Power broadening means that not all of the transitions

are fully resolved. For the repump transition, the technique is less successful. The

experimental spectrum for the 87Rb repump transition is shown in figure 3.13 . De-

spite the severe power broadening, it is clear that the largest signal is obtained on

the cross-over resonances. If the laser power is reduced, we see that the dispersive

signal on the F = 1 → F ′ = 2 transition is extremely weak. The power broad-

ened signal in figure 3.13 is preferred as it gives us a reasonable slope close to the

transition, which we can lock to.

The performance of this lock is excellent; the reference laser can remain locked

for several days. Despite the somewhat messy error signal, the repump laser will

remain locked for a day. Even severe shocks to the optical table do not cause the

laser to jump out of lock. The technique is simple to implement, and offers an

error signal with excellent signal to noise without the need for modulation of the

laser frequency. The only drawback is that the zero-crossing of the dispersion signal

is not fixed - it depends on the orientation of the linear polariser. Rotating this
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Figure 3.12: The output of the reference laser polarisation spectrometer, in a single scan
across the “trapping” transitions for both isotopes. The red trace shows the signal from
a single photodiode. The blue trace shows the error (difference) signal. The transitions
and cross-over resonances are labelled by F ′ of the upper state(s). The horizontal scale is
10 ms/div.
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lock point

F'=2

Figure 3.13: The output of the repump laser polarisation spectrometer, in a single scan
across the 87Rb F = 1 transition. The red trace shows the signal from a single photodiode.
The blue trace shows the error (difference) signal. The horizontal scale is 2 ms/div.

polariser introduces an offset, which shifts the whole difference signal up or down.

By comparing the signal with a standard saturated absorption signal from the trap

spectrometer, the reference laser frequency can be set with an uncertainty of around

1 MHz. This is adequate for the experiments described in this thesis. However, for

experiments that require the absolute frequency to be known more accurately, this

offset would have to be addressed, or an alternative technique used.

3.5.4 Frequency offset lock

The frequency offset lock stabilises the beat frequency between the MOT laser and

the reference laser. The scheme we use follows [75], with some modifications for

operation at lower difference frequencies (' 100MHz), and a steeper error signal. It

works by comparing the frequency of the beat note between the two lasers to a local

oscillator. An error signal is derived which is used to control the MOT laser reference

cavity. The beat frequency, and hence the MOT laser, is tuned by adjusting the

local oscillator frequency.

A schematic of the offset lock electronics is shown in figure 3.14. To measure the

beat note, we overlap 2mW of light from each laser. The light is focused onto an

amplified fast photodiode (Newport 818-BB-21A), which gives a signal of +4 dBm

at fbeat ' 100 MHz. The beat signal is mixed with the output of a voltage controlled

oscillator (fvco = 50− 100MHz), giving the difference frequency 4f = |fbeat− fvco|.
A 90 MHz low-pass filter blocks the output of the mixer at the sum frequency
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fbeat + fvco. The difference signal is split into two equal parts. One part is delayed

by 5.5m of coaxial cable. This delay line introduces a phase shift between the two

parts of the signal of φ = 2π4fτ , where τ is the time delay introduced by the

cable. The two parts are then recombined on a second mixer which acts as a phase

detector. The output of the second mixer varies as cosφ. The output of the mixer

at the sum frequency of the two arms is removed by a low-pass filter which has a

cutoff frequency of 100 kHz. The resulting signal is buffered by an op-amp follower

to give the error signal.

delay line

mixer

directional
couplerbeat

in

VCO in

monitor
90 MHz
low pass
filter

power
splitter

mixer

51 Ω

33 nF

100 kΩ

error 
signal 

out

Figure 3.14: Schematic of the frequency offset lock electronics

The error signal as a function of the beat frequency is a series of cosine fringes,

with a period that is set by the length of the delay line. For a cable of 1m length

τ ' 5 ns, and so in our case 5.5m of cable gives a period 1/τ of 36MHz. This was

chosen to give a similar capture range to the polarisation lock (' 18MHz). The

blue curve in figure 3.15 shows the experimental error signal as the MOT laser is

scanned, with the reference laser locked to the F = 2 → F ′ = 3 transition. The

envelope of the fringes is set by the 90MHz low pass filter, which limits ∆f to less

than 90MHz.

This locking scheme performs very well. Under normal laboratory conditions,

the offset lock can be maintained until thermal drifts within the laser causes one of

lasers to mode hop. This means the lasers will easily stay locked all day. The power

spectrum of the beat note with the offset lock operating is shown in figure 3.16.

This shows that over 1 second, the difference frequency is stable to better than 1

MHz. Indeed, the width is mostly accounted for by the linewidth of the reference

laser. During normal operation, we monitor the beat note with a frequency counter.

This shows that over long periods, the centre frequency is stable to better than 100

kHz.

Currently, the tunability is limited by the tuning range of the VCO to 50 MHz. A
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fvco ref. laser 
(fbeat = 0)

2-3 transition

Figure 3.15: The offset lock error signal (blue) and saturated absorption spectrum (red)
as the trap laser is scanned across the F = 2 → F ′ transition in 87Rb . The reference
laser is locked to the F = 2 → F ′ = 3 transition. The dotted line indicates where
fbeat = fV CO = 93.6MHz. The dot marks the MOT laser lock point for a detuning of
-137.2 MHz (-49.2 MHz after the trap AOM). The horizontal scale is 20 ms/div.

Figure 3.16: Power spectrum of the beat note (from the monitor output) with the MOT
laser locked at the position marked in figure 3.15. Vertical scale is logarithmic, 10 dB per
division. Horizontal scale is 2MHz/div, and the sweep time is 1 s.
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(a) Stack (b) Disc

Figure 3.17: The transfer functions of the piezo stack and disc measured using a network
signal analyser. A small amplitude swept sine wave is applied to the piezo, and the
response of the laser frequency is monitored using the slope of the dispersion curve from
the polarisation spectrometer

more fundamental limit is set by the low-pass filter, which must be able to separate

fbeat + fV CO from fbeat − fV CO. It follows therefore that the higher the operating

frequency, the greater the tuning range. We are limited by the centre frequency of

our trap AOM to an operating frequency of ∼ 100MHz.

3.5.5 Servo loop electronics and frequency jumping

The final link in the chain for frequency stabilisation is the servo loop electronics.

Their job is to take each error signal as an input, and produce the necessary signals

to correct the frequency of each laser.

The diode lasers have three possible feedback paths (see figure 3.9). The piezo

stack under the precision screw and a piezo disc under the grating can both be

used to control the laser frequency by changing the cavity length. The piezo stack

also alters the angle of the grating, which enables coarse tuning of the frequency.

The laser frequency can also be controlled by adjusting the injection current. The

large tuning range of the piezo stack makes it ideal for dealing with DC drifts of

the laser frequency. However, the relatively large mass of the grating and mount

assembly means that its response rolls off at about 2 kHz (figure 3.17(b)). We have

investigated using both the piezo disc and the injection current for high-frequency

feedback.

The advantage of using the piezo disc is that no direct access to the injection
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current is necessary, which makes it much harder to accidentally destroy the laser

diode. However, the bandwidth over which feedback can usefully be applied is

severely limited by the presence of mechanical resonances at frequencies as low as

2 kHz (figure 3.17(b)). We tried removing the gain at the lowest resonance frequency

using a notch filter; however, the resonances are too closely spaced to make this really

work - the laser merely oscillates on one of the higher frequency resonances. On the

contrary, fast feedback to the injection current works extremely well, and is used on

both the reference and repump lasers. Here there are no problems with mechanical

resonances, and the bandwidth of the feedback is limited by the bandwidth of the

electronics. In the case of the reference and repump lasers, it is the bandwidth of

the photodiodes which is the limiting factor.

A block diagram of the electronics is shown in figure 3.18. For the polarisation

lock, where we have two photodiodes, the input amplifier is a differential amplifier

which produces the dispersion signal. In the case of the offset lock, this amplifier

simply acts as a follower. The error signal is then sent into a “fast” proportional arm,

and a “slow” integral arm, each of which has variable gain. In the fast arm, a high

pass filter blocks the DC signal. The final stage is an amplifier whose bandwidth

can be switched using DIP switches and capacitors to 16 values between 3.2 kHz and

159 kHz. When feeding back to the injection current, we set this limit to 159 kHz.

In the slow arm, an integrator gives infinite gain at DC, ensuring that the laser is

locked to the zero crossing. The frequency response of the slow arm is set by the

time constant of the integrator. The final stage in this arm allows us to invert the

sign of the slow feedback relative to the fast feedback. This is very useful, as the

stack responds in antiphase to its input signal.

For the Ti:Sapphire laser, the requirements are different. Here, the reference

cavity servo loop controls the linewidth, and we need only lock the reference cavity

to the dispersion curve. However we also need to make fast (∼ms) controlled changes

to the laser frequency, such as detuning for the compressed MOT stage. Because of

the design of the commercial control electronics, we only have one feedback path.

The “external lock” input connects directly to the reference cavity. Although this

input is quite sensitive (DC response 325MHz/V), it is also very slow, with the

response rolling off at 6 dB per octave above 12Hz [76]. This response is fine for

stabilisation at one constant frequency. The laser can be locked with the same

electronics used for the diode lasers, using just the slow arm. Locking this way, the

laser linewidth is less than 1MHz (figure 3.16).

However, the slow response makes it hard to make rapid changes to the laser

frequency. To get around this problem, we use a feed-forward. A specially shaped
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Figure 3.18: Block diagram of the servo loop electronics

pulse is applied to the external lock input to jump the laser frequency simultaneously

with the change in frequency of the offset lock VCO. If the change in the laser

frequency is matched to the change in the VCO frequency, the laser will remain on

the correct fringe, and relock at the new frequency. Using the correct pulse shape,

the jump in the laser frequency can be made very quickly (∼ 5ms). The correct

pulse shape can be calculated by treating the external lock input as a simple low-

pass RC filter, with a time constant τc = RC. The resistor and capacitor form a

potential divider for the input voltage, and so the output voltage is simply

Vout = Vin − IR = Vin −RC
dVout

dt
(3.1)

The output we require from this filter is a step response with a time constant τ � τc

that matches the time constant of the VCO frequency change:

Vout = V0(1− e−t/τ ) (3.2)

Combining these two equations and rearranging gives the following expression for

the corresponding input voltage:

Vin = V0

(
1 + e−t/τ

(τc
τ
− 1
))

(3.3)

The input and output voltages are shown in figure 3.19(a).

The way this works in practice is shown in figure 3.19(b). A simple circuit gen-

erates the correct pulse shape. The time constant, overall pulse height (gain) and



CHAPTER 3. APPARATUS AND METHODS 71

Vo

τ

V

t0

τ0

Voτc /τ

t

V

OUTPUT

INPUT

Vo

(a) The input pulse shape that
gives an output response time
of τ .

low pass 
filter
(τ)

VCO

10k

10k

100k

2k

5k 2kPeak

20k

Gain

100k

Time

47nF

tuning 
voltage

to 
external 

lock 
input

error 
signal 

in

(b) The electronics used to jump the laser fre-
quency.

Figure 3.19: Jumping the Ti:Sapphire laser frequency

peak height are all adjustable to take into account the fact that the external lock

input response is not quite that of a simple RC filter. The input is taken from the

VCO tuning voltage, to ensure that the laser and VCO change frequency simultane-

ously. The output of this circuit is then summed with the output of the servo loop

electronics and fed to the external lock input. This scheme works surprisingly well;

as figure 3.20 shows, the laser frequency can be changed by 50MHz with a settling

time of 6ms.

3.6 Imaging

All the information about the atom clouds prepared in our experiments is obtained

by imaging them. We use two different techniques to probe the atoms, fluorescence

imaging and absorption imaging.

In fluorescence imaging, the atoms are illuminated by laser light (usually from

the MOT beams), and some of the light scattered by the atoms is collected to form

an image. This technique is particularly useful for imaging atoms in the magneto-
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-50 MHz 0 MHz

Figure 3.20: The input signal is shown in blue, and the error signal in red. Dotted
lines mark the maximum and minimum of the error signal fringes, showing that the laser
remains on the same fringe. The horizontal scale is 2 ms/div.

optical trap, where the atoms are continuously scattering light. Imaging this scat-

tered light provides a non-destructive measurement of the the MOT. By pulsing on

some light, fluorescence imaging can also be used to image atoms in a magnetic

trap or during ballistic expansion. In this case the imaging process is destructive, as

the atoms are accelerated and heated by the probe light. A superior technique for

these clouds is absorption imaging. Here, instead of imaging the light emitted by

the atoms, the shadow cast in a probe beam due to the absorption by the atoms is

imaged. This technique is also destructive for the same reasons. Its advantage over

fluorescence imaging is a higher signal to noise ratio for short light pulses. The solid

angle for light collection by the imaging system is small (� 4π), and so in fluores-

cence imaging, only a small fraction of the light scattered by the atoms is collected.

This fact gives absorption imaging its strength; the whole of the absorption signal

is collected, and as only a small fraction of the rescattered light is makes it into the

imaging optics, the contrast of the absorption signal is very high.

3.6.1 The absorption imaging system

The imaging beam is shown at the top left-hand corner of figure 3.8. After the

AOM, the polarisation of the beam is set with a polaroid linear polariser. The beam

is then spatially filtered using a 40µm pinhole, before being recollimated with a

spot size of ∼ 12mm FWHM. The large spot size ensures even illumination across

the atom cloud. Gold-coated mirrors are used to direct the imaging beam into the

chamber to preserve the polarisation. Just before the beam enters the chamber, it

is circularly polarised by a quarter-wave plate, such that the light is σ+ polarised
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Figure 3.21: Layout of the imaging system

with respect to an imaging magnetic field of 1G, which is applied in the direction of

the light beam (−x) using the x earth cancelling coils. The total power is 2.5 mW

in the beam entering the chamber.

The image is formed by a high-quality lens (Comar 03 TT 25), which consists of

a pair of aplanatic doublets mounted back-to-back. This lens has a nominal focal

length of 80.5mm. We mount the lens approximately 150mm from the cloud on

a micrometer stage that is firmly bolted directly to the optical bench to reduce

vibrations. The micrometer stage allows extremely fine adjustment of the focus,

which is crucial in obtaining good images. The magnification of the imaging system

deduced from the object and image distances is M = 1.22(3).

The image is acquired by a Princeton Instruments PentaMax 5 CCD camera.

The pixel size is 6.8µm square, and the chip size is 1317× 1035 pixels. The camera

has a 12-bit DAC, and so each pixel gives a number of counts between 0 and 4095.

The camera also has a mechanical shutter which opens each time an exposure is

taken. The minimum exposure time was measured to be 10ms. The CCD chip

must be read out between frames, which takes 330ms for a full-chip image. This

sets a limit on how close together images can be acquired.

During our early attempts at absorption imaging the CCD chip was illuminated

at normal incidence. The resulting images were covered with a pattern of closely-

spaced fringes. These did not completely divide away during the image processing,

probably due to small movements of the camera because of shutter vibrations. The

cause of the fringes was eventually tracked down to multiple reflections between the

two windows in front of the chip. As the imaging beam is highly coherent, these
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windows act as a Fabry-Perot interferometer, producing the fringe pattern. In order

to eliminate these fringes, the camera must be rotated away from the normal by an

angle large enough to ensure that multiple reflections between the windows are not

incident on the CCD array. The camera was tilted by θ = 27.4 degrees to overcome

this problem. Combined with the magnification, this means that each camera pixel

corresponds to an area of 5.55 µm (vertical) by 4.93 µm (horizontal) in the object

plane.

The CCD chip was carefully calibrated against a power meter to yield a sensi-

tivity for each pixel of 0.0256 counts per photon at 780nm. This information can be

used in conjunction with the imaging pulse duration and the pixel size to yield an

accurate measurement of the intensity where the atoms are located. The imaging

beam intensity and pulse duration are a trade-off between a number of factors. The

percentage of light absorbed per atom is higher at lower intensities. Using a short

imaging pulse reduces the effect of recoil blurring (see section 5.3.2). However, as

the final image results from dividing one frame by another, we would like to use as

much of the dynamic range of the camera as possible, to reduce the statistical noise

and increase the “depth” resolution. A good compromise is an intensity of 2.0 mW

cm−2 and a pulse duration of 30µs, yielding an average of 1700 counts per pixel.

3.6.2 Analysing absorption images at low optical density

If we neglect the finite resolution of the imaging system, and assume that the image

perfectly reconstructs the intensity distribution in the object, then the signal F (y, z)

in each absorption image has the following form:

F (y, z) = I(y, z)T (y, z) + S(y, z) . (3.4)

Here I(y, z) is the intensity profile of the absorption imaging beam, T (y, z) is the

transmission of the atom cloud and S(y, z) represents the background. The back-

ground will consist of dark counts, ambient light and leakage through the AOM

during the exposure.

In the low intensity limit (I < Isat), light absorption in the cloud is an exponential

process, and hence we can write

T (y, z) = e−D(y,z) (3.5)

where D(y, z) is the optical density of the cloud. The optical density is related to

the column density of the cloud n2D(y, z) as follows.

D(y, z) = σLn2D = σL

∫
n(x, y, z)dx (3.6)
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where σL is the cross-section for light absorption. When imaging untrapped clouds,

a magnetic field is applied during imaging to give a well-defined quantisation axis.

Since the imaging light is σ+ polarised with respect to this quantisation axis, the

atomic population is rapidly optically pumped into the F = 2,mF = +2 state. For

σ+ polarised light this forms a closed two level system with the F ′ = 3,mF = 3

sublevel. The cross-section can then be calculated using the two-level atom result:

σL = ~ω
Γ

2

1/Isat

1 + I/Isat + 442/Γ2
. (3.7)

The saturation intensity for this transition is Isat = 1.67mWcm−2. For our imaging

beam parameters, σl = 1.31×10−13 m2. The fact that the transition is closed means

that repump light is not needed during imaging.

When we want to image clouds that are still confined in the magnetic trap,

the situation is not so simple. Here, the quantisation axis is defined by the local

magnetic field, and so the imaging beam no longer drives purely σ+ transitions. In

this case, the effective cross-section is hard to calculate. Instead, we determine it

experimentally. Using clouds prepared under identical experimental conditions, we

compare the amount of absorption obtained in the trap to that obtained after the

cloud has been released. The ratio of the signals gives the ratio of the effective

cross-section for images in the trap σ′L to the cross-section σL calculated above.

This cross-section can σ′L then be applied to all the images of similar clouds in

this particular magnetic trap. It is important to note that as the trapping field is

highly inhomogeneous, the correction to the cross-section is different for a hot cloud

compared to a cold cloud in the same trap.

In the low optical density limit, the transmission of the atom cloud T (y, z) can

be extracted from the absorption image F (y, z) with the help of a background image

taken under the same conditions but with no atoms present. The ratio of the two is

F ′(y, z) =
(I(y, z)T (y, z) + S(y, z))

(I(y, z) + S(y, z))
. (3.8)

In the limit of low optical density I(y, z)T (y, z) � S(x, y) and

F ′(y, z) ' T (y, z) = e−σn2D . (3.9)

On taking the log, the column density distribution is recovered:

n2D(y, z) = − 1

σL

ln(F ′(y, z)) . (3.10)

In practice, shot-to-shot variations in the probe beam intensity mean that the images

must be normalised before the log is taken. This is achieved by measuring the
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average value per pixel in a region far from the atom cloud, and then dividing the

entire image by this value. The number of atoms can then be obtained by integrating

over the column density of the cloud:

N =
A

σL

∑
pixels

− ln(F ′(y, z)) (3.11)

where A is the area of a pixel in the object plane. To extract other parameters

such as density, temperature, phase space density etc., a model for the density

distribution of the cloud must be assumed.

3.6.3 Absorption imaging at high optical density

The above analysis no longer applies when the I(y, z)T (y, z) . S(y, z). In our case

S̄/Ī ' 0.04 so this restriction is satisfied provided the optical density in equation

3.5 is less than three. Above this limit, the column density cannot be extracted

directly from the images using equation 3.10. Instead, a more sophisticated model

of the imaging process must be used.

In the experiments presented in this thesis, optically dense clouds are observed

in two regimes. The first is for very large clouds containing a large number of

atoms, such as a cloud that has been released from the MOT and allowed to expand

ballistically. Here the cloud is physically “thick” along the line of sight of the imaging

beam, and hence the column density is large. In this case the optical density can

be reduced by detuning sufficiently from resonance. Quantitative information can

still be obtained by accounting for the detuning in the formula for the cross-section

(equation 3.7).

At the other end of the scale, clouds close to the BEC transition, where the

density is extremely high, also have very high optical densities. Here, detuning to

reduce the optical density does not work. This is because the dispersive part of

the refractive index becomes significant away from resonance, and refraction of the

imaging light leads to severe distortion of the cloud image. These distortions are

much less important for the large clouds discussed above. In principle, if the imaging

light is detuned far enough, the dispersive effects can be reduced to a satisfactory

level. However, the cross-section then becomes very small making the signal very

hard to detect. The analysis of absorption images of cold, dense trapped clouds is

discussed in detail in Chapter 5.

It is worth noting that the limit of detectable optical density should be dramat-

ically increased by taking an image without the light pulse, yielding S(y, z). By

subtracting this from both the data and normalisation images, the background can
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be eliminated. In this case, the limit of the optical density that can be measured is

set by the dynamic range of the camera. The smallest change in intensity we can

measure is 1 count in 1700, which corresponds to an optical density of 7.4. However,

we found that normalising the pictures in this way introduced unacceptable amounts

of noise into the final image, due to small movements of the camera between frames.

3.6.4 Fluorescence imaging

The same lens and camera can be used for fluorescence imaging, by taking an image

of the light scattered by the atoms. Light scattered by other sources (such as the

wire) is eliminated by subtracting a background image without the atoms present. In

our experiment, fluorescence imaging is only used to take images of the atoms when

they are in the magneto-optical trap, and scattering light anyway. The imaging

beam is not used for fluorescence imaging.

The number of atoms in a fluorescence image is given by

N =
1

dΩLPRτ

∑
pixels

Count (3.12)

where R is the scattering rate, L is the transmission fraction of the optics, P is the

number of counts per photon per pixel, dΩ is the solid angle captured by the lens and

τ is the exposure time. The uncertainty here is dominated by two factors. The first

is the uncertainty in the solid angle. This can be difficult to calculate, as the solid

angle can be limited by things like the edge of the chip whose exact location is hard

to measure. The second factor is the uncertainty in the scattering rate. This arises

because in the MOT, the saturation intensity is not well defined. The atoms are

scattering on many different transitions, with different amplitudes. Some authors

use a saturation intensity averaged over all the transitions, some the saturation

intensity for the stretched state transition only. The saturation intensity in a MOT

can be measured experimentally (see for example [55, 77]). These measurements

agree closely with the stretched state value of 1.67mW cm−2, and so this value is

used for fluorescence measurements in this thesis. It should be noted that both

these factors will only affect the absolute atom number; relative atom numbers can

be known much more accurately.

Fluorescence images were taken using two different lens systems. The first is

the system used for absorption imaging described above. In the second system, a

commercial zoom lens was attached directly to the camera using a “C” mount. This

lens has a minimum F-number of 2.5, and a maximum magnification of 1.15. It is

quite lossy at 780 nm - only 63% of the light is transmitted. As the scattered light is

not coherent, the camera does not have to be mounted at an angle for fluorescence
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imaging. This system was used in the study of density and phase space density in

the compressed MOT.
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Chapter 4

Reaching BEC

This chapter discusses in detail how each stage of the path to BEC outlined in the

introduction was implemented. To reach BEC, the performance of each stage needed

to be carefully optimised. Therefore the optimisation of the experimental parameters

at each stage is described in some depth. The goal was to get the highest possible

value of γelτloss in the compressed trap at the beginning of evaporative cooling. Once

the trap frequencies were decided, this boiled down to reaching this point with as

many atoms as possible. From there, we must then evaporatively cool as effectively

as possible. Therefore the story of this chapter is really the quest for more atoms at

every step of the way. The order of the sections reflects the order of the experimental

sequence. The performance of each stage is summarised by a table of the important

parameters of the cloud. At the end of the chapter, the path as a whole is evaluated.

4.1 The MOT

4.1.1 Making the MOT

To make the MOT, the trap and repump lasers are locked to the correct frequencies

and the shutters are opened. The MOT coils are switched on at a current of 1.5A,

which gives a field gradient of 0.15Tm−1 along the axis of the coils. The MOT is

then filled by pulsing the dispenser. Between experimental runs, the current through

the dispenser was set at 2A. This is below the threshold for rubidium production,

but keeps the dispenser warm so that it heats up more quickly when pulsed. During

the pulse, the current through the dispenser is increased from 2A to 7.5A. The

duration of the pulse varies slightly; a longer pulse gives a larger MOT, but it takes

longer for the vacuum to recover. The dispenser pulse normally lasts 10-12 seconds.

At the end of the pulse, the dispenser is switched off completely. The subsequent
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Figure 4.1: The filling and decay of the MOT, plotted on a log scale. At t = 0 the
dispenser is switched off. The subsequent evolution of the atom number is monitored
by taking a sequence of fluorescence images at constant detuning. The fit shown gives a
lifetime of 20s.

evolution of the MOT is shown in figure 4.1.

The number of atoms in the MOT depends on the balance between the loading

rate Rf and the loss rate γ. If we assume that the loss rate is independent of N , then

the number of atoms in the MOT is given by the solution of the following equation:

dN(t)

dt
= Rf (t)− γ(t)N(t) (4.1)

Two components to the loss rate are normally identified; collisions with atoms in

the background gas, and collisions with untrapped rubidium atoms. In a normal

vapour cell MOT, the rubidium partial pressure is constant, and the loading rate

and decay rate are both independent of time. In this case, the solution of 4.1 is a

simple exponential fill curve, with the steady state number of atoms set by the ratio

of the fill and loss rates [35].

In the case of our pulsed MOT, the rubidium partial pressure in the trapping

region is time-dependent and the situation is more complicated. Figure 4.1 shows

that atoms are being collected for several seconds after the dispenser is switched

off, which means that it takes several seconds for the rubidium pressure in the

trapping region to decay to the background level. At long times, the decay of

the MOT is exponential, and the loss rate γ is constant. This suggests that the

untrapped rubidium background has decayed away, and the loss rate is not fixed

by collisions with background rubidium. The fundamental limit on this loss rate is
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Figure 4.2: MOT atom number versus
detuning. In each case, the detuning was
jumped to -40 MHz for imaging. Intensity
I = 114 mW cm−2.
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Figure 4.3: MOT atom number versus
trap laser intensity. The detuning here was
-18 MHz (3 Γ).

set by collisions with non-rubidium background gas. However, as shown in the next

section, the lifetime also depends on the parameters of the MOT, and we do not

reach this limit.

4.1.2 Optimising the MOT

The number of atoms collected in a MOT depends on several parameters. Previous

work on 6-beam MOTs has shown that the number of atoms increases with both in-

creasing beam size and power [78], and that the largest number of atoms is collected

at moderate field gradients (∼ 1.5Tm−1) and detunings (∆ ∼ −3Γ). In our exper-

iment, the maximum useful beam size is fixed by the area of the atom chip. The

dependence of N on trap laser detuning and intensity is shown in figures 4.2 and 4.3

respectively. These are in good agreement with results for six beam MOTs already

presented in the literature [78]. The peak atom number is obtained with a detuning

of −3Γ (-18MHz) and an intensity of 80mW cm−2 (which corresponds to a total

power of 170mW), and so the MOT is normally operated with these parameters.

The number of atoms and the lifetime are quite sensitive to the alignment of

the MOT beams. Empirically we find that perfect overlap and alignment does

not always give us the optimum conditions for the MOT. This is partly due to

interference fringes in the light field as shown in figure 4.4. However, we also observe

a systematic increase in the number of atoms and the lifetime with height above the
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Figure 4.4: A fluorescence image of a large MOT, containing 1.6×108 atoms. The fringes
in the image of the cloud are due interference fringes in the MOT beams.

surface, as shown in figure 4.5.

This height dependence is probably due to the shadow that the guide wire casts

in the MOT beams reflected from the surface. To lift the MOT as far above the

surface as possible, the x “earth cancelling” coils are used to produce a magnetic

field in the +x direction during the MOT phase, which translates the centre of the

quadrupole field in the +y direction. These coils have a high resistance which limits

the current to ∼ 2A. At this current, the MOT forms 3.8mm above the surface of

the wire. With the MOT alignment well optimised, the lifetime can be as long as

30 s at this height.

With the parameters described above, we can collect > 1.6 × 108 atoms with a

14 s dispenser pulse (figure 4.4). This MOT is clearly visible with the naked eye.

For the BEC experiments, we use a 12 second pulse and collect ∼ 1 × 108 atoms.

The properties of such a MOT are summarised1 The atoms were held in the MOT

for 10 seconds after the end of the dispenser pulse so that the vacuum could recover

before the magnetic trapping phase. At this point the MOT was compressed to load

the magnetic trap.

4.2 The Compressed MOT

Once the MOT is full, as many of the atoms as possible must be transferred to

the magnetic trap. The first part of the transfer process is the compressed MOT

1Table 4.1 gives the properties of a single realisation of the MOT, under the conditions used to
produce a BEC. Averaging over many experimental runs, the dominant uncertainty in the average
properties is statistical, shot-to-shot variation in the cloud properties. The size of this variation
depends a lot on how well the experiment is set up. Hence I have chosen to use data from a single
image throughout this chapter. Systematic errors are discussed in section 3.6.
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Figure 4.5: The dependence of MOT atom number (filled circles) and lifetime (open
circles) on height above the surface of the wire.

Number of atoms N 1.0× 108

Radial size σy (µm) 510

Axial size σz (µm) 810

Peak density n0 (m−3) 3.0× 1016

Temperature T (µK) 50

Phase space density PSD 5.5× 10−7

Table 4.1: Properties of a typical mirror MOT. Here σ is the rms cloud radius.
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(CMOT). The guide and bias field are switched on so that the quadrupole field they

produce overlaps the MOT. The bias field is then ramped up, bringing the MOT

closer to the surface and compressing it radially.

The compressed MOT stage fulfils several roles. The first is to bring the atoms

closer to the surface. At the height of the MOT (3.8mm), the fields produced by the

wires on the chip are quite weak, and so only a shallow magnetic trap can be formed

here. The strong confining force in the CMOT allows the atoms to be kept tightly

trapped as they are lowered towards the surface. The compressed MOT geometry,

where the radial field gradient is much higher than the axial field gradient, helps

change the cloud shape from roughly spherical to an ellipsoid. This helps match

the cloud shape to the shape of the magnetic trap. Finally, as dissipative forces are

active in the compressed MOT, the cloud can be cooled as it is compressed, which

means that the phase space density can be increased. This should be contrasted

with compressing the magnetic trap, where the best one can hope for is to preserve

the initial phase space density by compressing adiabatically.

4.2.1 The CMOT in theory

The effect of compressing the MOT by increasing the field gradient has been studied

experimentally and theoretically for “spherical” 6-beam MOTs [77, 79]. The central

observation is that merely increasing the magnetic field gradient does not lead to sig-

nificant compression of the cloud. This is due to radiation pressure. Light scattered

out of the trapping laser by one atom can be reabsorbed by another, pushing the

atoms apart. This can be thought of as a repulsive force between the atoms. As the

density increases, the probability of rescattering increases, and this repulsive force

goes up. In the regime where each photon is rescattered only once before leaving the

cloud, this force has an inverse square law dependence on the distance r between

the atoms [80]:

FR =
IσL

c

σR

4πr2
r̂ (4.2)

where σL is the cross-section for scattering light from the trapping beams, σR is the

cross-section for absorption of the rescattered light, I is the intensity of the trapping

light and c is the speed of light. The density distribution of the cloud is the result

of equilibrium between this rescattering force and the trapping force.

The force due to a single rescattering discussed above (equation 4.2) is important

in determining the density in the MOT, but it does not give rise to the observed in-

compressibility. This arises because of multiple scattering. As the density increases,

the mean free path of a scattered photon will drop. As soon as there is an appreciable

probability for a photon to be rescattered more than once before leaving the cloud,
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Figure 4.6: The ratio of the total rescattering force for cylindrical and spherical clouds
of the same volume and atom number, as a function of the aspect ratio l/r of the cylinder.
This is calculated in the regime where F ∝ 1/r2. This figure is reproduced with permission
from [81]

the rescattering force increases dramatically. This sets an upper limit on the density.

The rescattering force can be reduced by reducing the rate for scattering light out

of the trapping beams, by reducing the detuning or the intensity. However, this also

reduces the restoring force in the MOT, and eventually this strategy reaches a limit.

As the temperature is also limited by the recoil temperature as discussed in section

2.1.2, this limit on the density places a limit on the maximum phase-space density

that can be achieved. In practice, the density is limited to ∼ 5 × 1017 atoms/m3,

and the phase space density to 1.5× 10−5 [77] for a “spherical”MOT [77, 79].

The rescattering force can also be altered by changing the geometry of the cloud.

In a long, thin “cylindrical” geometry, photons do not have to travel so far to leave

the cloud radially, reducing the probability of rescattering. For the 1/r2 case, the

variation of rescattering force with aspect ratio is shown in figure 4.6. Thus by

compressing the cloud in only the radial direction, it should be possible increase the

limiting density and phase space density.

We performed a comprehensive study of the behaviour of these asymmetrically

compressed MOTs, looking at the constraints on the achievable densities and phase

space densities. A detailed analysis of the results and a theoretical study were per-

formed by Wenzel Salzmann [81]. In particular, the dependence of density, and

phase space density on the detuning and axial and radial field gradients was inves-
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tigated. In these experiments, 85Rb atoms were collected in a normal MOT, which

was then compressed by ramping up the current in the guide wire and the bias

field in 100ms. The laser detuning was switched from the detuning for the MOT

(-12MHz in this case) to the new detuning for 20ms before the cloud was imaged.

Some of the results obtained are illustrated in figure 4.7 and 4.8. The highest values

measured were a peak density of 6.7(9)× 1017 m−3 and a peak phase space density

of 3.4(5) × 10−5, which are a factor of two larger than the largest values reported

for the spherical case. This data shows that increasing the aspect ratio can increase

both the density and the phase space density. It also shows that in order to achieve

significant compression of the MOT, the cross-section σL must be reduced, in this

case by detuning further from resonance.

4.2.2 The CMOT in practice

The experiments described above were performed using a diode laser as the trap

laser, and only a small number of atoms (∼ 5 × 106) were collected. With the

Ti:Sapphire laser, the intensity and the atom number are both much higher. To

reduce the rescattering force and allow the MOT to compress, a large reduction in

the scattering rate was necessary. The timing diagram for the CMOT phase used in

the BEC experiments is shown in figure 4.2. The scattering rate is reduced by both

increasing the detuning and lowering the intensity. Relaxing the axial confinement

by lowering the MOT coil current reduces the temperature and increases the aspect

ratio. The CMOT forms 1.5mm above the centre of the wire and has a radial

gradient of 0.29Tm−1 and an initial axial gradient of 0.06Tm−1.

The properties of a typical CMOT are shown in table 4.2. Both the density and

the phase space density are somewhat lower than the optimum values quoted above.

The main reason for this is the sheer size of the cloud. For such a large cloud, only

a small fraction of the atoms are in the region near the centre where polarisation

gradient cooling is active [77]. This means that the cloud is hotter, and also less

dense, as atoms outside this region feel a weaker confining force. The lifetime of the

compressed MOT (∼500ms) is considerably shorter than that of the MOT. This is

presumably because the compressed MOT is much closer to the region of the MOT

beams that is shadowed by the wire (see figure 4.5).

Many BEC experiments use a different technique, known as a “dark MOT” [82]

to increases the density and lifetime of the MOT. This technique works by excluding

the repump light from part of the cloud. Atoms in this region are optically pumped

into the lower hyperfine level, where they no longer scatter any light. This leads to

a huge reduction in the rescattering force, and densities of up to 1018 m−3 can be



CHAPTER 4. REACHING BEC 87

1.0

2.0

3.0

4.0

5.0

6.0

7.0

8.0

9.0

1 2 3 4 5 6
Detuning (Γ)

P
ea

k 
de

ns
ity

 x
10

17
 (

m
-3

)

Figure 4.7: Density versus detuning for two different magnetic field aspect ratios. Open
diamonds are with B′

radial = 0.6 Tm−1, B′
axial = 0.06 Tm−1, giving an aspect ratio of 10.

Filled diamonds are with B′
radial = 0.72 Tm−1, B′

axial = 0.015 Tm−1, giving an aspect
ratio of 48. Note that the spatial distribution of the atom cloud has a much lower aspect
ratio (∼ 5).
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Figure 4.8: Phase space density for two different aspect ratios. Open diamonds are with
B′

radial = 0.6 Tm−1, B′
axial = 0.06 Tm−1, giving an aspect ratio of 10. Filled diamonds are

with B′
radial = 0.72 Tm−1, B′

axial = 0.015 Tm−1, giving an aspect ratio of 48.
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Figure 4.9: The timing sequence for the CMOT.

Number of atoms N 1.0× 108

Radial size σy (µm) 240

Axial size σz (µm) 680

Peak density n0 (m−3) 1.7× 1017

Temperature T (µK) 85

Phase space density PSD 1.4× 10−6

Table 4.2: Properties of a typical compressed MOT.

achieved. The dark MOT can also be implemented temporally instead of spatially

[83], by dropping the intensity of the repump light at the end of the MOT stage. In

the future, this technique could be implemented on our experiment. A higher density

would allow better mode-matching (see section 4.4.2). Also, by allowing the atoms

to be pumped into the lower hyperfine level, it would enable us to magnetically trap

atoms in the F = 1,mF = −1 state. This might prove more favourable for preparing

BEC because the inelastic loss rate is more favourable.
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4.3 Optical pumping

At the end of the CMOT phase, all the magnetic fields and the trap AOM are

switched off. The compressed MOT leaves the atoms in a distribution of mF sub-

levels. To magnetically trap as many as possible, optical pumping is used to transfer

the atoms into the F = 2,mF = 2 state.

In this experiment, the atoms are optically pumped into F = 2, mF = 2 using

the F = 2 → F ′ = 2 transition with σ+ light, for which this state is a dark state.

This keeps the heating to a minimum during the optical pumping pulse. The optical

pumping light is derived from the reference laser using a double pass through an

AOM, as shown in figure 3.8. The separation of the F ′ = 2 and F ′ = 3 levels is

267MHz. As the reference laser is locked on resonance with the F = 2 → F = 3

transition, a double pass through the AOM at -140MHz leaves us 13MHz red-

detuned from the optical pumping transition. Red-detuned light was used as the

cloud is optically thick for resonant light. Repump light is also needed during optical

pumping; this was provided by the repump light in the MOT beams.

After the AOM, the optical pumping beam is spatially filtered and expanded

to a 6mm diameter (FWHM) spot, to ensure that the atom cloud is evenly illumi-

nated. The beam enters the chamber along the same path as one of the horizontal

MOT beams, as shown in figure 3.8. The beam paths are overlapped using a polar-

ising beam splitter cube. A linear polariser before the beam splitter enhances the

polarisation purity of the beam, and ensures that all the light leaves through the

correct port of the beam splitter cube. The beam is circularly polarised by the MOT

quarter-wave plate. The resulting polarisation purity is better than 99.5%. The op-

tical pumping beam is σ+ polarised with respect to a quantisation axis in the +z

direction, opposite to its propagation direction. This quantisation axis is provided

by the combined magnetic field produced by the end wires and the z cancelling coils.

The optical pumping cycle lasts 2ms, and begins as soon as the CMOT is

switched off. Figure 4.10 illustrates the timing. At the end of the CMOT phase, all

the magnetic fields are switched off. The trap light is switched off using the trap

AOM, and the trap laser shutter closes. The optical pumping beam shutter opens.

At the same time, the end wires and z-cancelling coils are triggered. The optical

pumping light pulse, which lasts 250µs, is triggered 1.5ms later. The beam is pulsed

by switching the RF power to the AOM2.

The efficiency of optical pumping was optimised in two ways. Firstly, the number

2If the RF is off except during the pulse, this AOM takes several seconds to turn on. This is
a thermal effect - the AOM runs warm after a few seconds at full power. As a result, the optical
pumping AOM was kept switched on until 20 ms before the pulse, with the beam blocked by a
shutter, so that the AOM did not have time to cool down.
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Figure 4.10: The optical pumping sequence. The horizontal scale is 0.5ms/div. Red
and blue traces show the current through the end wires and bias coils respectively, and
the TTL signal for the OP AOM is shown in black. The z-cancelling field (not shown) is
switched on simultaneously with the end wires. The magnetic trap turns on 2ms after the
CMOT has ended.

of atoms in the magnetic trap with and without the optical pumping pulse were

compared. After optimisation, optical pumping gave a factor of ∼ 2.5 improvement.

The distribution of mF sublevels after the CMOT is not known, but if we assume

a completely random distribution, perfect optical pumping would indeed give an

improvement of 2.5 in the population of trapped states (mf = +1,+2). The second

test of how well optical pumping was working was to reverse the helicity of the light

polarisation. The atoms should then be pumped into untrapped mF states, and no

atoms should be trapped. With the helicity reversed, the number of atoms trapped

was a factor ∼ 5 lower then with no optical pumping. This suggests that optical

pumping worked well. No heating of the atom cloud by the optical pumping pulse

was observed; however if too much light is used the cloud could be “pushed” slightly

in the direction of the beam. This suggests that the σ+ polarisation of the light was

not perfect and therefore the F = 2, mF = 2 state was not entirely dark.

After the optical pumping pulse has finished, the optical pumping and repump

shutters are closed, leaving the atoms in the dark. The guide wire and bias field

switch on at the end of the cycle to complete the magnetic trap.

4.4 Loading the magnetic trap

In order to maximise the phase space density in the magnetic trap, the shape and

size of the trap should be matched to the dimensions of the atom cloud after optical
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pumping. This is called mode-matching, by analogy with the coupling of light into

an optical fibre. If the trap is too tight or too weak, breathing oscillations of the

cloud are excited. If the trap and the cloud are not properly overlapped, centre of

mass oscillations will occur. Both excitations heat the cloud.

4.4.1 Mode-matching in theory

By measuring the size and temperature of the cloud after optical pumping, a mode-

matched trap can be designed. To avoid heating, the trap frequency ωj should be

such that in the trap, a cloud of width σj and temperature T after optical pumping

has a mean potential energy in the trap of 1
2
kBT in each direction, i.e.

1

2
kBT =

1

2
κjσ

2
j =

1

2
mω2

jσ
2
j (4.3)

which gives the following conditions on the trap frequencies:

ωj =
1

σj

√
kBT

m
. (4.4)

On an atom chip however, there are other constraints on the trapping potential.

The first of these is the trap position. If the trap centre does not coincide with the

centre of the atom cloud, then the atom cloud will slosh around in the magnetic

trap, causing heating. The second constraint is trap depth. To keep as many of

the atoms as possible, the trap must be as deep as possible. In addition, the range

of trap parameters that we can choose from is fundamentally constrained by the

maximum currents that the wires can safely carry.

To see how these factors constrain how well the trap can be mode-matched,

consider the radial case. The maximum safe guide current is 8.0A and the height

of the cloud above the wire centre after optical pumping is ∼ 1.5mm. These two

constraints set the bias field Bbias to 1.0mT. The maximum possible radial depth

of the trap is Bbias, which means that for the trap and the cloud to coincide, the

maximum radial depth is 1.0mT, or 670µK. This is only a few times larger than the

temperature of the cloud. In addition, B0 must be large enough to match the radial

frequency to the size of the cloud, which further reduces the depth of the trap.

4.4.2 Mode-matching in practice

In practice, such constraints mean that the “mode-matched” trap must be opti-

mised experimentally. The shape of the potential can then be calculated using the

experimentally determined optimum parameters, as shown in figures 4.11 and 4.12.

Rather than trying optimising the phase-density, we optimised the number of atoms,
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Figure 4.11: Axial section of the “mode-matched” potential at the centre of the trap.
The position of each wire is indicated at the bottom. The solid line is with all four end
wires on, and the dotted line with just the centre two wires. The current is 15A in both
cases. In each case, the field at the centre of the trap B0 has been subtracted.

as this is the most important parameter in determining the initial collision rate for

evaporative cooling since γel ∝ N2/3PSD1/3. The parameter that made the biggest

difference to the number of atoms was the trap depth, which was made as large as

possible. The axial depth was increased by running current through all four wires

instead of just the centre two, as shown in figure 4.11. The current in the outer pair

is in the opposite direction to the current in the inner pair. As well as reducing the

axial field in the centre of the trap, the y component of the magnetic field produced

by the outer end wires adds constructively to that produced by the inner wires. This

gives a large increase in the axial trap depth. The z-cancellation coils were also used

to reduce the field in the centre of the trap B0 and thereby increase the radial trap

depth.

To obtain good loading efficiency, it was also important to minimise the centre of

mass motion (“sloshing”) of the atom cloud after loading. Sloshing causes heating,

and in a shallow trap it can lead to atoms spilling out of the trap. Minimising

the sloshing means optimising the relative position of the magnetic trap and the

optically pumped cloud. The axial sloshing (along z) was minimised by adjusting

the alignment of the MOT beams to shift the CMOT position to the centre of the

magnetic trap. This can also be adjusted by applying a small magnetic field in

the z direction using the earth’s field cancelling coils. The height of the magnetic

trap (y direction) was adjusted by making small changes to the bias field. Due

to the geometry of the imaging system, the sloshing in the x direction could not
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Figure 4.12: Radial sections of the “mode-matched” potential at the centre of the trap,
including gravity. The field at the bottom of the trap B0 = 0.37 mT has been subtracted.

be measured directly; it is along the line of sight. Instead, the number of atoms

was measured as the x position of the magnetic trap was adjusted by applying a

magnetic field in the y direction. The optimum loading efficiency was obtained when

no external y field was applied. The residual sloshing observed was ∼ 50µm (p-p)

in the y direction and ∼ 200µm (p-p) in the z direction. In the y direction, this

was primarily due to the anisotropic shape of the trapping potential (figure 4.12(b)),

and the small amount of kinetic energy that the cloud acquires while falling during

optical pumping. The residual motion in the z direction occurs because the cloud

is pushed slightly during optical pumping.

The magnetic trap parameters that gave the highest number of atoms are given in

table 4.3. The measured size, temperature, and phase space density of the resulting

trapped cloud are given in table 4.4.

Table 4.4 shows that despite extensive experimental optimisation, an order of

magnitude in number of atoms and phase space density was lost between the com-

pressed MOT and the magnetic trap. The overall transfer efficiency depends not

only on how well the magnetic trap is mode-matched, but also on how well the

optical pumping works. As described in the previous section, optical pumping was

reasonably effective. The main cause of the poor transfer efficiency is the low radial

trap depth. In the x direction, the trap is only 470µK deep. Only a small amount of

sloshing or breathing in such a shallow potential can cause many of the atoms to be

lost. As it is along the line of sight of our imaging system, we have no information
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End wire current I (A) 15

Guide current I (A) 7.94

Bias field Bbias (mT) 1.0

Radial frequency ωr (s−1) 2π × 45

Axial frequency ωz (s−1) 2π × 17

Residual axial field B0 (mT) 0.37

Radial trap depth (mT) 0.7

Axial trap depth (mT) 1.1

Radial gradient (Tm−1) 0.8

Table 4.3: Parameters of the “mode-matched” magnetic trap.

Number of atoms N 1.5× 107

Radial size σy (µm) 330

Axial size σz (µm) 830

Peak density n0 (m−3) 1.0× 1016

Temperature T (µK) 83

Phase space density PSD 0.90× 10−7

Elastic collision rate γel (s−1) 1.0

Table 4.4: Typical parameters of a cloud in the “mode-matched” trap.
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Figure 4.13: Timing diagram for the compression phase

about the amount of oscillations in this direction. Most of the atoms are lost in

the first 50ms, corresponding to several periods of the breathing and sloshing exci-

tations, which supports sloshing as the main loss mechanism. At times > 500ms,

the loss rate is completely determined by background gas collisions, and the trap

lifetime is > 20 s.

The strategy for improving the loading efficiency is clear - more radial depth.

This means increasing the current through the guide wire during the loading process.

There is a risk that the increase in current could cause significant heating of the

wire, which could lead to the glue holding down the wire failing under the heat

and mechanical stress from thermal expansion. However, if the guide current was

increased for only a short amount of time during the loading phase, this would keep

the heating to a minimum. In this case, the limitation is power dissipation in the

FET switch once the current has been reduced to the value for the compressed trap.

Despite possible technical problems, increasing the guide current to improve the

loading efficiency is worth investigating in the future.

4.5 The compressed trap

To boost the collision rate so that effective evaporative cooling is possible, the trap

must be compressed to increase the density. Figure 4.13 shows how the compression

was implemented. The trap is compressed in 500ms, by increasing the bias field

Bbias and z cancelling field, and decreasing the guide wire current.
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Figure 4.14: Measurements of the radial (a) and axial (b) trap frequencies. Solid lines
are fits to the measured cloud positions (diamonds).

4.5.1 Properties of the compressed trap

At the end of the compression phase, the trap was located 225 microns above the

surface of the guide wire. The parameters of the compressed trap can be calculated

from the fields produced by all the wires and the coils. However, uncertainties in

the position of the end wires mean that it is difficult to make accurate calculations

of the trap frequencies and the magnetic field at the bottom of the trap B0. Instead,

these parameters were measured experimentally.

The trap frequency can be measured by displacing a cloud from the centre of

the trap and measuring the oscillation frequency of the centre of mass of the cloud.

These measurements must be performed using small displacements and cold clouds

to ensure that the cloud remains in the harmonic region of the potential.

Such measurements are presented in figure 4.14. In both cases, evaporative

cooling was used to prepare cold clouds at ∼ 5µK. The position of the centre of

mass of the cloud is measured using Gaussian fits to the radial and axial profiles.

The radial fit is an exponentially damped sine wave with a linearly varying offset.

This gives an oscillation frequency of ωr = 2π×838 s−1. The damping rate is 27 s−1.

This is consistent with the expected damping due to elastic collisions. The drift

in the offset was due to the settling time of the current control electronics. The

axial fit is a simple sine wave, and yields an axial frequency of ωz = 2π × 26 s−1.

Another important parameter of the magnetic trap is the residual axial field at the
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Radial frequency ωr (s−1) 2π × 838

Axial frequency ωz (s−1) 2π × 26

Residual axial field B0 (mT) 0.08

Radial trap depth (mT) 2.3

Axial trap depth (mT) 1.9

Radial gradient (Tm−1) 5.9

Table 4.5: Parameters of the compressed magnetic trap

centre of the trap B0. This can be estimated from the RF frequency at the end of

evaporative cooling to BEC (see section 4.6.1). This gives a value of 0.080(2)mT.

By combining the trap frequencies, residual field and trap position, the remaining

parameters of the trap such as the depth and linear field gradient can be calculated

using the formulae presented in section 2.2. The parameters of the compressed trap

are summarised in table 4.5.

4.5.2 The compressed cloud - initial conditions for evaporation.

After compression from the mode-matched trap, the cloud is extremely elongated,

and extends beyond the field of view of our imaging system in the axial direction as

shown in figure 1.5. The properties of the cloud after 500ms in the compressed trap

are summarised in table 4.6. By reversing the compression and returning the cloud

to the mode matched trap, we found that no atoms are lost during the compression.

The density was found by fitting Gaussians to the axial and radial distributions.

Measuring the temperature of the compressed cloud accurately is more difficult.

Ballistic expansion cannot be employed radially, as the atoms rapidly fall onto the

guide wire. As the cloud already extends beyond the field of view of the imaging

system, measuring the temperature by releasing the cloud axially and allowing it to

expand along the waveguide is very inaccurate. The temperature quoted in table

4.6 was calculated from the width radial profile of the cloud assuming that the

trap is harmonic with the trap frequencies measured above. For large, hot clouds

such as these, this is only approximate. Only part of the cloud is in the central

harmonic region of the trap. Another error arises because the atoms are in a highly

non-uniform magnetic field. At a temperature of 690µK, the atoms are sampling

magnetic fields in excess of 0.1mT. For atoms in the F = 2,mF = 2 state, this

leads to a Zeeman shift of ∼ 2 Γ for the transition to the F ′ = 3,mF = 3 excited

state. This means that at the edges of the cloud, where the field is highest, the

atoms will absorb much less light than at the centre, which leads to distortion of

the cloud image. This leads to a systematic error in the cloud widths, affecting both
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Number of atoms N 1.5× 107

Radial size σy (µm) 50

Axial size σz (µm) 1260

Peak density n0 (m−3) 3.2× 1017

Temperature T (µK) 690

Phase space density PSD 1.1× 10−7

Elastic collision rate γel (s−1) 54

Table 4.6: Typical parameters for a cloud in the compressed trap.

the density and the temperature measurements.

The magnetic trap is conservative and so the optimum compression is adiabatic,

i.e. the initial phase space density is preserved. Compressing adiabatically also gives

the highest possible collision rate for a given compression ratio. The criterion for

adiabaticity is that the change in the trap frequency should be slow compared to

the trap frequency:
dωj

dt
� w2

j (4.5)

While adiabaticity is very desirable, the need for a slow compression must be bal-

anced against the finite lifetime of the magnetic trap. Examination of the trap

frequencies for the uncompressed and compressed trap (tables 4.3 and 4.5) shows

that by compressing in 500ms we are well within the adiabatic regime axially, but

close to the limit radially.

The phase space density quoted in table 4.6 is close to that measured in the

uncompressed trap 3 which suggests that the compression is indeed adiabatic. To

confirm whether the measurements in table 4.6, are consistent with an adiabatic

compression, we can calculate the theoretical temperature rise in the case of a per-

fectly adiabatic compression. In the magnetic trap, the volume of phase space

occupied is proportional to(
T 3/2

ω̄3

)
︸ ︷︷ ︸

spatial

×
(
T 3/2

)︸ ︷︷ ︸
momentum

=

(
T

ω̄

)3

(4.6)

where ω̄ is the geometric mean trap frequency. Adiabatic processes conserve phase

space volume, and so the ratio of initial and final temperatures is given by

Tf

Ti

=
ω̄f

ω̄i

(4.7)

3The phase space density quoted for the compressed cloud (table 4.6), is actually slightly higher
than that for the uncompressed cloud (table 4.4). This discrepancy is well within what can be
accounted for by the statistical and systematic errors, and does not provide evidence for an increase
in phase space density on compression.
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Figure 4.15: The decay of the compressed cloud. Points show the experimental data.
The error bars describe a 5% fluctuation in the initial atom number. The solid line is
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respectively.

For our compression, equation 4.7 predicts that the temperature should increase

by a factor of 8, giving a predicted final temperature of 660µK. This is close to

the temperature calculated from the width of the cloud, which suggests that our

compression is close to adiabatic.

In the mode-matched trap, the collision rate is very low, and so the compression is

not slow compared to the collision rate. The cloud parameters presented in table 4.6

were measured 500ms after the end of the compression phase, when rethermalisation

has taken place. If the cloud is imaged immediately after the compression, it is much

wider radially and shorter axially, which reflects the greater heating in the radial

direction due to the anisotropic compression.

During the compression, the collision rate has increased by a factor of 90, reaching

54s−1. The decay of this cloud in the compressed trap is shown in figure 4.15. The

faster decay at short times is probably due to residual background rubidium from the

dispenser pulse. Using this initial lifetime, our value for γelτloss is therefore ∼ 370,

which is within the regime where runaway evaporation can be achieved. As the

evaporation progresses, the decay rate drops, which will improve the efficiency. The

lifetime at long times is shorter than the 30 s observed in the “mode-matched trap”.

However, for clouds that have been evaporatively cooled to a few microKelvin, the

lifetime in the compressed trap can be as long as 30 s, which indicates that there

is another loss mechanism other than background collisions operating for these hot

clouds.
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4.6 Evaporative cooling

The next step along the path to BEC is to apply forced RF evaporative cooling to

the compressed atom cloud.

The RF antenna is a 5 cm diameter coil made from 2 turns of copper wire, and is

taped to the outside of the top viewport. This puts the antenna as close as possible

to the atoms while remaining outside the vacuum. The glass viewport reduces the

effect of RF shielding by the steel chamber. In this orientation, the magnetic field

produced by the antenna is perpendicular to the trap axis, so that the required

∆mF = ±1 transitions can be driven. A 2.2Ω resistor in series with the coil allows

the current in the antenna to be measured. The antenna is connected to the RF

generator by a short coaxial cable.

The RF ramp is generated by a Stanford Research Systems DS345 30MHz syn-

thesised function generator. With the output of the generator set to its maximum of

10V pk-pk, the current in the antenna at 13MHz is 117mA RMS. This corresponds

to a magnetic field of 1× 10−6 T at the centre of the trap, giving a Rabi frequency

Ω of 2π × 6 kHz.

For these experiments, the function generator was used in sweep mode. When

the generator is triggered, the output frequency sweeps between a specified start

and end frequency. The frequency sweep we used was logarithmic, and is specified

by three parameters; the start frequency, the end frequency, and the duration of

the sweep, which are programmed via the front panel. At the end of the sweep, the

output frequency jumps back to the start frequency. In this mode, the output of

the generator is continuously on, and so an external RF relay is used to switch on

and off the antenna.

4.6.1 Looking for BEC

The RF ramp was optimised experimentally, by measuring the final phase-space

density and collision rate as the parameters were adjusted. Unfortunately, the value

of the initial truncation parameter is set by the finite trap depth. This corresponds

to a truncation parameter η ≈ 2 (much lower than the optimum of 8). The RF fre-

quency corresponding to the trap depth is 13MHz, and so this is the start frequency

for the ramp. From figure 2.10 this means that we do not start in the runaway

regime, and therefore the ramp shape must be such that the truncation parameter

increases at first, taking us into the runaway regime.

The stop frequency and ramp duration were chosen by optimising the phase-

space density at the end of the ramp. By measuring the cloud size and the number of

atoms we calculated the density, temperature and phase-space density. The number
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Figure 4.16: The correction factor for the absorption cross-section when imaging in the
compressed trap, for clouds at 7 µK. At the usual imaging beam detuning of +1.5 MHz,
the correction factor is 1.6(1).

was measured by summing over the whole cloud and using formula 3.11, with the

corrected cross-section for in-trap images σ′L. The correction factor σL/σ
′
L for cold

clouds in the magnetic trap as a function of detuning is shown in figure 4.16. The

imaging beam detuning was normally set to +1.5MHz; here the correction factor is

1.6(1). The cloud size is obtained by Gaussian fits to the radial and axial profiles

of the cloud. Using these parameters, the collision rate could also be monitored. A

reduction in the collision rate shows that the trajectory is no longer in the runaway

regime.

Once the ramp parameters were producing cold clouds (< 1µK) and the evapo-

ration was clearly running away, we searched for evidence of Bose-Einstein conden-

sation. At the end of the ramp, the axial confinement was removed and the cloud

was allowed to expand along the waveguide for 8ms. The signature for BEC was

the appearance of a bimodal density distribution as the end frequency (and hence

final temperature) is lowered. The experimental signature of a BEC forming in our

experiment is shown in figure 4.17. The ramp used to reach BEC had a duration of

12.5 seconds, and an end frequency of 580− 610 kHz. The number of atoms in the

cloud when the BEC started to form at 600 kHz was ∼ 3.3× 104.

These parameters can be contrasted with the predictions of the constant trun-

cation parameter model presented in section 2.3. This model predicts that with

a starting truncation parameter of 8, BEC would be reached in roughly the same

time, but with 2.5 × 105 atoms. Clearly, our evaporative cooling ramp is not op-

timal, mainly because of the low value of the truncation parameter (due to trap

depth) at the beginning of the ramp. A more flexible way of controlling the RF
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Figure 4.17: The signature for Bose-Einstein condensation on our atom chip. As the RF
frequency is lowered and the cloud cools below the BEC transition, a sharp peak appears
in the absorption image of the cloud. The condensate begins to form at 600 kHz.

generator would allow us to have a ramp shape that is more complex than a single

exponential. By optimising the trajectory in stages, a significant improvement in

atom number may be possible. Nevertheless, it should be remarked that reaching

BEC with 0.2% of the atoms that we start with compares well with the other atom

chip BEC experiments [27, 28].

4.7 Evaluation

The path to BEC described here was a success - we gain 17 orders of magnitude in

phase space density in just 35 seconds. The experiment has produced one of the first

BECs on an atom chip in the world. We cross the threshold for BEC with 3× 104

atoms remaining in the trap. However, it is clear from the discussion above that

there remains room for optimisation.

The weakest point is the transfer of atoms from the compressed MOT to the

initial magnetic trap. A gain of a factor of two in atom number here could make a

large difference to the number of atoms remaining in the condensate. In the future,

improving this step by using a deeper trap and compressing the MOT further would

be worthwhile. The problem of a low trap depth should also be kept in mind for the

design of future atom chips. Another area where there remains room for optimisation

is in the RF trajectory. A more sophisticated experiment control system would allow

direct control of the RF generator in real time, so that the trajectory would no longer

be constrained to a single exponential.
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Chapter 5

Properties of the BEC

In this chapter, images of the condensate forming such as those in figure 4.17 are

analysed in detail. I will show that these partially condensed clouds are well de-

scribed by a purely thermal uncondensed component and a Thomas-Fermi BEC

component that do not interact with each other. By comparing the model and

the experimental data, the static properties of the BEC in the magnetic trap are

extracted.

5.1 A preliminary analysis

The experiments on condensate formation analysed here were performed as follows.

At the end of the evaporative cooling ramp, the cloud was held in the magnetic trap

for a further 30ms. The axial confinement was then removed by turning off both

the end wires and the z-cancelling coils. On its own, this causes the axial field B0 to

vanish as well, changing the radial shape of the potential. To avoid this, the z-earth

coils were simultaneously switched on to apply a uniform axial field closely matching

B0. This kept the radial frequency approximately the same during the expansion

and helped reduce heating. The cloud expanded along the guide, and was imaged

8 ms after the fields were switched.

The images were processed as described in section 3.6.2. Each image is nor-

malised using an area far from the atom cloud to take account of shot-to-shot vari-

ations in intensity and divided by a normalised background image. The logarithm

is then taken. The data analysed here consists of a set of seven such images at end

frequencies from 610 kHz to 580 kHz, which were all taken on the same day under

the same experimental conditions. An example is shown in figure 5.1.

The image shows that the cloud is only a few pixels wide in the radial direction. A
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Figure 5.1: Image of a partially condensed cloud at fend = 585 kHz, after 8ms of axial
expansion in the guide. False colour indicates the amount of absorption, varying from
blue to white for areas of low to high absorption respectively. A black line indicates the
position of the surface.

typical radial cross-section is shown in figure 5.11, where the width can be compared

to the pixel size. For all the images of clouds close to BEC, the radial profile can be

fitted by a Gaussian with a width σ of 1.25(3) pixels (6.9(2) microns). This width

is reached at a temperature of ∼ 10µK, below which it does not change. In this

regime, the radial width is determined by the imaging process, and contains little

information on the shape of the cloud. The origin of this resolution limit is discussed

in more detail in section 5.3.

Axially, the cloud is much larger. Figure 5.2 shows how the axial profile of the

cloud changes as the final RF frequency is lowered. Each profile is taken from a

single image, and the profiles are obtained by averaging over three pixels around

the cloud centre in the radial direction. This helps reduce the noise, but makes no

significant difference to the shape of the profile. The change in the profile shape as

the frequency is lowered is striking. A sharp central feature corresponding to BEC

starts to appear at 595 kHz; at an end frequency of 580 kHz it completely dominates

the cloud shape.

In the rest of this chapter, these experimental axial profiles are compared with

theory. This requires a theory for the density distribution of the cloud, and a theory

for how the corresponding absorption image is obtained. The density distribution

is treated in section 5.2 and the imaging in 5.3. The result is theoretical axial

profiles that are fitted to the experimental data with just two free parameters:

the temperature and the amount by which the cloud is blurred due to recoil from

spontaneous emission during imaging. Theory and experiment are compared in

section 5.5.
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5.2 The density distribution

5.2.1 The cloud in the trap

The density distribution of a thermal cloud and a pure BEC in a harmonic trap were

both considered in Chapter 2. The thermal cloud was shown to have a Gaussian

spatial distribution, while the ground-state of the condensate was shown to be the

parabolic Thomas-Fermi distribution. To analyse the data on condensate formation,

the discussion must be extended to include the density distribution of partially

condensed clouds.

The simplest approximation is to consider the cloud as two non-interacting parts;

a thermal component described by Boltzmann statistics with a Gaussian spatial

distribution, and a condensate component, described by the Thomas-Fermi distri-

bution. In this case the combined density distribution can be written as:

n(r) = (1− fc)nth(r) + fcnTF (r) (5.1)

where fc is the condensed fraction.

For comparison with the images, it is the column density distribution n2D that we

are interested in (see section 5.3.1). This is obtained from equation 5.1 by integrating

in the x direction. The resulting column density distribution can be written as

n2D(y, z) = N

{
(1− fc)

[
1

2πσyσz

exp

(
−
(
y2

2σ2
y

+
z2

2σ2
z

))]
+fc

[
5

2πRyRz

max

(
1− y2

R2
y

− z2

R2
z

, 0

)3/2
]}

. (5.2)

By combining equations 2.56 and 2.57 the condensate fraction fc can be written as

fc(ωr, ωz, N, T ) =
N0

N
= 1−

(
kB

0.94~ω̄

)3
T 3

N
. (5.3)

The widths of the thermal cloud σj depend on the temperature and the trap fre-

quencies according to equation 2.43:

σj(ωj, T ) =

√
kBT

mω2
j

(5.4)

Finally, by combining equations 2.65 and 2.64 and noting that the number of atoms

in the condensate N0 = fcN the Thomas-Fermi radii Rj of the cloud can be written

as:

Rj(ωj, N, T ) =
1

ωj

√
~ω̄
m

(
15fc(T,NTc)Na

√
mω̄

~

)1/5

(5.5)
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BEC λr 0.87

λz 1.73

Thermal λth,r 1

λth,z 1.65

Table 5.1: Scaling factors at t = 8ms

From equations 5.3, 5.4 and 5.5 it follows that the column density distribution

5.2 depends on four experimental parameters: the radial and axial trap frequencies

ωr (ωr=ωx=ωy) and ωz, the number of atoms N and the temperature T . The first

three of these are known. Measurements of the axial and radial frequencies of the

compressed trap were presented in section 4.5.1. The number of atoms in each cloud

is obtained by summing over the image of the cloud and using equation 3.11 with

the absorption cross-section for cold clouds in the magnetic trap σ′L measured in

section 4.6.1. The temperature cannot be obtained from the images without fitting

something to the data. Therefore it is treated as a fitting parameter for each cloud.

5.2.2 Axial expansion

The axial expansion of the cloud along the guide must also be taken into account.

As shown in sections 2.4.3 and 2.5.4, the expansion of both the thermal and BEC

components can be described by a scaling factor λ(t).

To obtain the scaling parameters for the condensate, we solve the nonlinear

differential equations 2.73 that describe the evolution in the Thomas-Fermi limit

with the initial conditions βr = 1, βz = 0 at t = 0, which correspond to turning off

the axial confinement and leaving the radial frequency unchanged. The axial scaling

factor for the thermal component λth,z is given by equation 2.46. The radial width

does not change, as the radial frequency remains constant. The scaling factors are

plotted versus time in figure 5.3, and their values at t = 8ms are given table 5.1.

For both the condensate and the thermal component, the scaling factors depend

only on the trap frequencies, and so no additional parameters are introduced. The

column density distribution after expansion is obtained by using the scaled widths

in equation 5.2.

5.3 Imaging

Now that we have a model for the density distribution of the partially condensed

clouds, the process of image formation must be considered before we compare theory

with experiment. The imaging process is modelled in two steps. The interaction
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of the atoms with the probe light is considered first. This determines the spatial

intensity distribution of the light after it has propagated through the atom cloud.

The second step is to consider the resolution of the imaging system.

5.3.1 The atom-light interaction

In section 3.6.2, a simple model was introduced for the interaction of the atoms

with the light during the probe pulse. The interaction is represented by a constant

cross-section σ′L for light absorption by atoms in the magnetic trap. The result is

that the light is absorbed exponentially in the cloud, with the amount of absorption

depending on the optical density D(y, z):

D(y, z) = σ′Ln2D (5.6)

A measurement of the absorption cross-section σ′L for cold atoms in the magnetic

trap was presented in section 4.6.1. The optical density of the 7µK clouds is ∼3,

and so the low-density theory applies, allowing us to relate the number of atoms

to the cross-section according to equation 3.11. The resulting cross-section was

σ′L = 8.2× 10−14 m2.

5.3.2 Recoil blurring

During the imaging process, the recoil from spontaneous emission will cause the

atom cloud to be heated, blurring out the original density distribution. This has

two effects. The first is to reduce the spatial resolution of the image. The second is

to reduce the density, and therefore the optical density, of the cloud.

If an atom scatters Np photons in the duration of the imaging pulse ∆t, then

recoil from the spontaneous emission leads to a random, approximately isotropic

velocity of vrms =
√
Npvrec, where vrec is the recoil velocity [33]. This random

velocity leads to a random position at the end of the pulse given by

rrms =

√
NP

3
vrec∆t (5.7)

For the parameters of our imaging pulse (Np = 195, ∆t = 30µs), rrms = 1.41µm.

As well as heating during the probe pulse, the cloud will also be heated by light

that leaks through the imaging AOM in the time between the opening of the shutter

and the firing of the imaging pulse. This is important because although the AOM

attenuates the light by a factor of ∼10−4, the atoms are exposed for much longer

(∼1ms) than during the pulse. The resulting blurring is not known because the

exact amount of leakage and the exposure time were not measured.
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To take into account the effect of recoil heating, the column density distribution

calculated in section 5.2 is convolved with a two-dimensional Gaussian blurring

function with single width srec. Rather than trying to calculate srec, I treat it as

a fit parameter for the axial profiles. Its value is the same for each profile. An

additional check is performed by comparing the theoretical and experimental radial

profile. As the cloud itself is very narrow radially, its apparent radial width in

the image is set by the amount of recoil blurring and the optical resolution. The

optical resolution is known as discussed below, and so the comparison of theory and

experiment in the radial direction provides a good check on the amount of recoil

blurring.

The most important consequence of the recoil heating is a big reduction in the

optical density of the cloud, as shown in figure 5.4. This is because radially, the

amount of blurring is much larger than the initial cloud size (∼0.8µm). The shape

also changes slightly; the wings become more important compared to the peak.

Figure 5.5 shows that without the recoil blurring, the amount of absorption seen on

the camera would also be much lower. This is because the cloud diameter is much

less than 1 pixel before blurring, which allows most of the light to go by the cloud,

even on the central pixel. Figure 5.5 also shows that without the recoil blurring, the

spatial information about the condensate would be washed out. This occurs because

for very high optical densities, the transmitted intensity is close to zero and does

not change very much.

Once the optical density D(x, y) of the blurred cloud has been calculated, the

transmission T (y, z) in the object plane is obtained:

T (y, z) = e−D(y,z) (5.8)

The next step is to calculate the corresponding intensity distribution in the image

plane at the camera.

5.3.3 The optical resolution

The process of image formation is most easily considered using Fourier methods.

It can be shown that for the case of an extended object illuminated with coherent

light, such as our atom cloud, the image U1(x1, y1) of an an intensity distribution in

the object plane U0(x0, y0) is given by the convolution of U0 with the transmission

function K(x0, y0) of the imaging system [84]:

U1(x1, y1) =

∫ +∞

−∞

∫ +∞

−∞
U0(x0, y0)K(x1 − x0, y1 − y0)dx0dy0 (5.9)
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the recoil blurring is taken into account. The amount of motional blurring used here is
srec = 3.2 µm, which is the value obtained from the fit to the axial profiles.
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Figure 5.5: The cloud profile obtained from the model with (solid) and without (dashed)
recoil blurring. The optical resolution has been included in both cases. The transmitted
intensity is higher without the recoil blurring because more light gets around the narrower
cloud.
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Figure 5.6: The diffraction limited
Airy transmission function (solid) and the
Gaussian resolution function from the fit
shown in fig. 5.7 (dashed).
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Figure 5.7: Section through a raw image,
showing the edge of the shadow of the wire.
Points are the counts on each pixel, and
the solid line is an error function fit.

In a “diffraction-limited system”, K(x0, y0) is simply the diffraction pattern of the

aperture of the imaging system. For a circular aperture this is an Airy pattern

centred on (x0, y0). The Airy pattern for our imaging system is shown in figure 5.6.

Although diffraction sets the ultimate limit on the optical resolution of our imag-

ing system, aberrations from the viewports and slight errors in focussing the imaging

system mean that the experimental optical resolution is lower. The experimental

optical resolution can be estimated using the blurring of the edge of the guide wire.

To a good approximation, the atoms are trapped directly above the centre of the

wire, the edge of which therefore is also in the object plane of the imaging system.

Figure 5.7 shows a section through an unprocessed image of the edge of the wire.

In principle, under the assumption of a perfectly sharp edge, deconvolution would

yield the exact experimental transmission function. However, the information is

spread over a small number of pixels, and the pixellation makes deconvolution un-

reliable. I have chosen to use a simpler approach. Here, the transmission function

is represented by a simple Gaussian “blurring” function

K(x− x0, y − y0) =
1

2πs2
opt

exp

[
−((x− x0)

2 + (y − y0)
2)

2s2
opt

]
. (5.10)

The width sopt is obtained by fitting an error function to the image of the edge of
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the wire as shown in figure 5.7, which gives sopt = 4.1µm. This blurring function

is compared with the diffraction limited Airy pattern for our lens in figure 5.6.

Comparison of the two suggests that the experimental resolution is only slightly

worse than the diffraction limit.

The intensity in the image plane is obtained by convolving T (x, y) with this

Gaussian blur function. To obtain the axial profiles corresponding to those in figure

5.2 it remains to take the log of the intensity distribution and integrate over a width

corresponding to 3 pixels in the y direction.

5.4 Calculating the theoretical axial profiles

To summarise the above, it is useful to describe step-by-step how the calculations of

the theoretical profiles were performed. All the calculations were performed using

the Mathematica package from Wolfram Research. In principle each step can be

performed analytically. However the final convolution stage involves integrals of the

form
∫

exp(− exp(−x2)), which Mathematica was unable to evaluate analytically.

Therefore I have used a partly numerical model. The calculations were performed

as follows:

• The expression for the column density (equation 5.2) is evaluated on a two-

dimensional grid of points 20µm wide in the y direction and 600µm wide in

the z direction, for a particular T . The resolution of the grid is 0.1µm in the

y-direction, and 2µm in the z direction.

• The recoil blurring function is evaluated on the same grid and numerically

convolved with the column density distribution.

• To obtain the transmitted intensity, each point is multiplied by the cross-

section and the exponential is calculated.

• This transmitted intensity is numerically convolved with the optical resolution

function.

• The axial profile corresponding to those in figure 5.2 is calculated by taking

the natural log and integrating over the size of three pixels in the object plane

(16.7µm) around the centre of the array in the y direction.

The slowest step in this procedure is the evaluation of the column density on

the grid, which takes ∼60 s on a fast PC. As this must be repeated each time

the temperature is changed, least-squares fitting of the temperature and srec is
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impractical. Instead, the fitting is performed “by eye”. These two parameters are

adjusted until reasonable agreement is obtained for each image, with srec constrained

to be the same for each image.

5.5 Comparison with the data

The experimental and theoretical axial profiles are compared in figures 5.8, 5.9 and

5.10. The agreement is good in all cases, from the purely thermal cloud at 610 kHz to

clouds with a very high condensate fraction at lower frequencies (583 kHz, 580 kHz).

Both the amount of absorption and the cloud shapes are well reproduced. The

pattern of residuals in each of the fits shows no significant trend with decreasing

RF frequency and temperature. Such a trend could indicate a problem with the

way that the imaging process has been modelled, or a systematic problem with a

parameter of the density distribution, such as a systematic error in the number of

atoms.

The fits to the axial profiles give a value of srec = 3.2µm for the amount of

recoil blurring. This value can be cross-checked by comparing the experimental and

theoretical radial profiles. As shown in figure 5.11, the radial shape of the cloud is

also well reproduced. This shows that the model is consistent, and that the axial

fits have provided a good estimate for the amount of recoil blurring.

Figure 5.8(a) shows that at 610 kHz, we have a purely thermal cloud. As the

end frequency of the RF ramp is lowered, the cloud cools. The cloud at 600 kHz

(figure 5.8(b)) is close to the BEC transition. The axial profile is best fit by the

Thomas-Fermi plus thermal theory with a temperature of 381 nK. The dashed line

shows a purely thermal cloud at the same temperature. The agreement is only

slightly worse, showing that the cloud is very near the temperature at which the

condensate starts to form. As the temperature is lowered further, the condensate

fraction increases and the narrow central peak in the cloud profile becomes clear

(figures 5.8(c) and 5.8(d)). In the plot of the profile at 585 kHz (figure 5.9(a)), the

Thomas-Fermi plus thermal cloud model is compared with a purely thermal cloud

at the same temperature. The purely thermal model does not reproduce the amount

of absorption or the shape of the cloud. Finally, in figures 5.9(b) and 5.10 almost

two thirds of the atoms are in the condensate, and the axial profile is dominated by

the condensate peak.

Figure 5.10 gives an indication of how accurately we can determine the temper-

ature by comparing theory and experiment “by eye”. The black line in the figure

is the best fit, which gives a temperature of 215 nK. The blue and red curves are
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Figure 5.8: Comparison of model (solid line) and experimental (dots) axial profiles. Each
plot is labelled with the number of atoms in the whole cloud N , the temperature T and
the condensed fraction fc. The only fit parameters were the temperature and the amount
of recoil blurring.
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Figure 5.9: Comparison of model (solid line) and experimental (dots) axial profiles at
various final RF frequencies. Each plot is labelled with the number of atoms in the whole
cloud N , the temperature T and the condensate fraction f .
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Figure 5.10: Comparison of the data and the model at 580 kHz for different temperatures.
The black line is a “best fit” by eye, which gives a temperature of 215 nK. The blue and
red curves are at 190 nK and 240 nK. Both are in significantly worse agreement with the
data, which shows that by eye it is straightforward to determine T to ∼ 10 %.
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Figure 5.11: Comparison of experimental (bars) and theoretical (solid line) radial profiles
at 590 kHz.

theoretical axial profiles for clouds that are 25 nK colder and hotter respectively.

They do not fit the data as well. The blue curve at 190 nK fits the condensate

peak very well, but it cannot reproduce the shape of the wings. In contrast, the

red cloud at 240 nK fits reasonably well in the wings, but does not get the height of

the condensate peak right. This shows that the temperature can be estimated to at

least 10%.

The agreement of theory and experiment over such a wide range of temperatures

supports the use of the two-component, non-interacting model for the density dis-

tribution. Recent work studying the quadrupole oscillations of a trapped BEC in

the presence of a thermal cloud in a magnetic trap has shown that the BEC and the

thermal cloud are coupled via a mean field interaction. Although such an interac-

tion could modify the dynamics of the axial expansion of the cloud, no evidence of

that is seen here. This may well be because the expansion time of 8ms is not long

enough to allow the coupling to have any influence. The model fits the width of the

condensate peak very well, which means that the axial expansion of the condensate

is well described by the Castin-Dum model discussed in section 2.5.4. The experi-

ment demonstrates that the condensate is behaving as a coherent matter wave as it

expands into the waveguide.
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Number of condensate atoms N0 1.0× 104

Peak density n0 (m−3) 2.8× 1020

Thomas-Fermi radius Rx,y,TF (µm) 0.9

Thomas-Fermi length 2Rz,TF (µm) 56

Chemical potential µ (nK) 110

Table 5.2: Properties of the BEC in the trap, calculated from the fit to the 580 kHz
image.

5.6 Summary

In summary, these fits confirm that this sequence of images does indeed correspond

to the formation of a condensate on our atom chip. The data is well reproduced by

a model for the density distribution based on a Thomas-Fermi condensate fraction

and a classical thermal uncondensed fraction that do not interact. In particular,

the expansion of the condensate is well described by a model based on the Thomas-

Fermi approximation, which demonstrates that the condensate is propagating as a

coherent matter wave in our magnetic waveguide. The agreement between theory

and experiment is sufficiently good that quantitative information about each cloud

can be obtained, in particular the temperature and condensate fraction. This allows

the static properties of the condensate in the magnetic trap to be calculated. The

values for the cloud at 580 kHz (figure 5.10) are given in table 5.2.
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Chapter 6

Conclusions

6.1 Summary

In this thesis I have described the preparation of one of the first Bose-Einstein

condensates to be made on an atom chip. The condensate contained 1 × 104 87Rb

atoms, and formed at temperatures below 380 nK. It was prepared just 220µm from

a room temperature (290K) substrate. By improving the coupling from the MOT

to the magnetic trap and optimising the evaporative cooling RF trajectory, it should

be possible to increase the number of atoms in the condensate by a factor of 10.

As a first demonstration of the potential for manipulating condensates with atom

chips, the cloud was allowed to expand axially along a magnetic waveguide before it

was imaged. In chapter 5, these images were compared to a theoretical model. This

showed that the expanding, partially condensed clouds are well described by a theory

based on a classical thermal component and a Thomas-Fermi BEC component that

do not interact with each other. In particular, these results showed that the BEC

propagates along the waveguide as a coherent matter wave. Comparison of theory

and experiment also allowed the temperature of the partially condensed clouds to be

accurately determined, as well as the static properties of the BEC in the magnetic

trap.

6.2 Future directions

The combination of Bose-Einstein condensates and atom chips opens up a huge

range of possibilities. Here I will briefly describe the latest work we are doing, and

the directions that the experiment may take in the future.

Guiding and interferometry Perhaps the most obvious future experiment is to
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study the propagation of the condensate along the magnetic waveguide in more

detail. The propagation of a BEC in a magnetic waveguide above an atom chip

was briefly investigated in [30], where they saw single-mode propagation except

where deformations of their micro-fabricated wires caused excitations of the

condensate. In recent experiments [85] the Tübingen group have shown that

the propagation of their condensate in a magnetic waveguide can be reasonably

well described by the Castin-Dum scaling factor model even after ∼ 100ms of

expansion. In this thesis, I have studied the expansion of a partially condensed

cloud rather than a pure condensate. It would be interesting to see whether

after longer expansion times we observe any disagreement with the predictions

of the Castin-Dum theory due to interactions between the thermal cloud and

the condensate.

A major motivation for atom chip BEC experiments is the prospect of building

chip-based atom interferometers. This is difficult with the single-wire geome-

try of our current atom chip. A new atom chip based on a multiple-wire “Z”

trap is currently being fabricated in collaboration with the microelectronics

group at Southampton University. This new atom chip will use lithographi-

cally patterned gold wires, and will allow us to realise the the kind of on-chip

interferometer proposed by our group in [24].

Atom-surface interactions A unique feature of atom-chip BEC experiments is

that ultra-cold (< 1 × 10−6 K) clouds of atoms are trapped very close to a

room temperature (∼ 290K) surface. Interactions between the trapped atoms

and the surface are the subject of much current interest. The Tübingen group

observed two effects [86]. Firstly, when an ultra-cold cloud was brought close

(< 70µm) to the surface of the conductor, the cloud was observed to fragment

due to corrugations of the potential. The same effect was observed above the

much larger conductor used in our experiments. Figure 6.1 shows a fragmented

thermal cloud on our atom chip. The cloud has a temperature of ∼ 4µK, and

is about 15µm above the surface of the wire. Fragmentation was also observed

by the MIT group [30]. Recently, the Tübingen group have shown that the

corrugation of the potential is due to spatially varying axial component of the

magnetic field produced by the current in the wire [87]. As yet the origin of

this modulated axial field remains unknown.

The second effect is that the lifetime decreases as the atoms are brought closer

to the surface. The dependence of lifetime on height is still an open question.

In [86] the Tübingen group observed a linear dependence on height above
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Figure 6.1: Fragmentation of a thermal cloud near the surface the guide wire. The atoms
are at ∼ 4 µK and are about 15µm above the surface, which is indicated by the white line.

the centre of the conductor, whereas recently the MIT group [88] report no

height dependence at all. Both these measurements disagree with theoretical

predictions based on losses due to spin-flips caused by thermally induced cur-

rents in the surface [89]. We are currently performing a detailed study of the

height dependence of the lifetime of ultra-cold clouds on our chip, including a

comparison with this theory.

Light on the atom chip In the longer term, we hope to incorporate optical ele-

ments on to the atom chip using optical fibres. The combination of atom chips

with micro-optics promises to be very powerful. For example, optical fibres

with small lenses formed on the end can make waist sizes of ∼ 1µm. Such fibre

lenses could be used for detecting a single atom [90]. They can also produce

microscopic optical dipole traps which can be loaded from the magnetically

trapped cloud.

The ultimate goal is to use the combination of atom chips and micro-optics

to do quantum information processing. In a very beautiful recent experiment

[91], I. Bloch and co-workers at the MPQ in Garching, Germany have shown

that by putting a BEC into an optical lattice, it is possible to go from the

phase coherent superfluid state to a “Mott insulator” state, where the atoms

are completely localised in individual wells of the lattice. The result is a

grid of atoms, one per lattice site, all of which are in the ground state of

their local potential well. By making the lattice state-dependent, they have

demonstrated that the atoms can be made to interact coherently with their

nearest neighbours by collisions. Using optical fibres, such an optical lattice

could be integrated onto an atom chip. We are also investigating making

microscopic optical cavities so that individual atoms can be coherently coupled

to a light field.

In short, the combination of Bose-Einstein condensates and atom chips holds

great promise for the future.
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Appendix A

Polarisation spectroscopy

lineshape

To see how we obtain a dispersion signal from our polarisation spectrometer, we

need to look at the line shape in detail. This analysis follows that in [92] and [93].

If the probe beam propagates along the z axis and is linearly polarised such that

its polarisation vector makes an angle θ with the x axis, then the electric field before

the vapour cell (z = 0) is:

E =

(
Ex

Ey

)
= E0e

iωt

(
cos θ

sin θ

)
(A.1)

This can be written in terms of circular polarisation basis vectors (σ±) as:

E = E0e
iωt

[
eiθ

2

(
1

i

)
+
e−iθ

2

(
1

−i

)]
. (A.2)

As described in section 3.5.3, optical pumping by the pump beam causes changes

in the absorption coefficient α and refractive index n for the two polarisation com-

ponents. After a travelling a distance L through the cell, the electric field of the

probe beam becomes

E = E0e
iωt

[
e−i(ωL

c
n+−iα+L/2) e

iθ

2

(
1

i

)
+ e−i(ωL

c
n−−iα−L/2) e

−iθ

2

(
1

−i

)]
(A.3)

where n± and α± are the refractive indices and absorption coefficients respectively

for the σ± polarisation components. This expression can be rewritten as

E = E0e
iωe−i(ωL

c
n−iαL/2)

[
ei∆ e

iθ

2

(
1

i

)
+ e−i∆ e

−iθ

2

(
1

−i

)]
. (A.4)
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Here n = 1
2
(n+ + n−) and α = 1

2
(α+ + α−) are the average refractive index and

absorption coefficient. The quantity ∆ depends on the differences between the two

polarisations ∆n = (n+ − n−) and ∆α = (α+ − α−):

∆ =
ωL

2c
∆n− i∆α/4 (A.5)

The polarising beam splitter cube splits the probe beam into horizontal (x) and

vertical (y) components, each of which is measured by a photodiode. The intensity

on each photodiode Ix,y is obtained by multiplying A.4 by its complex conjugate.

This gives

Ix =
I0
2
e−αL

[
1

2

(
e∆α/2 + e−∆α/2

)
+ cos

(
2θ +

ωL

c
∆n

)]
(A.6)

Iy =
I0
2
e−αL

[
1

2

(
e∆α/2 + e−∆α/2

)
− cos

(
2θ +

ωL

c
∆n

)]
(A.7)

The dispersion signal that we lock to is the difference in intensity between the two

photodiodes. Subtracting the above two expressions, we find that the contribution

to the lineshape due to the difference in the absorption coefficient ∆α cancels out,

and we are left with

S = Ix − Iy = I0e
−αL cos

(
2θ +

ωL

c
∆n

)
(A.8)

= I0e
−αL

[
cos(2θ) cos

(
ωL

c
∆n

)
− sin(2θ) sin

(
ωL

c
∆n

)]
(A.9)

To make progress, we need to know the spectral profile of ∆n as the laser fre-

quency is scanned across the atomic transition. As in saturated absorption spec-

troscopy, at low intensity, the spectral profile of the difference in absorption ∆α is

Lorentzian

∆α =
∆α0

1 + x2
(A.10)

where x is the detuning in linewidths x = 2(ω0 − ω)/Γ. The absorption coefficient

and the refractive index are related by the Kramers - Kronig relation [92]. This

yields a dispersive profile for the refractive index:

∆n =
c

ω0

∆α0x

1 + x2
. (A.11)

To obtain the dispersion curve that we lock the lasers to in the experiment, the

angle of the probe beam polarisation is set to θ = 45◦. The change in polarisation
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due to the vapour is small, and so equation A.8 yields the following for the error

signal as the laser is scanned across the transition:

S(x) ' −I0e−αLL∆α0
x

1 + x2
. (A.12)

For laser stabilisation, this signal has two advantages over the usual polarisation

spectroscopy signal, which is obtained using a single photodiode and a small angle θ

(see [71, 93]). Unlike the latter scheme, S(x) has no background and no Lorentzian

component.

In this treatment, the atomic physics underlying the changes in absorption co-

efficient and refractive index of the vapour due to the pump beam has been swept

into the parameter α0 - the differential absorption at the line centre. For a par-

ticular transition, the amount of anisotropy will obviously depend on the angular

momenta of the states involved. In the limit of low intensity and neglecting spon-

taneous emission, [72] presents a simple formula for the amount of anisotropy in

terms of the total angular momentum quantum numbers of the upper and lower

states and their lifetimes. In the case of rubidium, this formula predicts that dis-

persion effects should be observed on both the trap (F = 2 → F ′ = 3) and repump

(F = 1 → F ′ = 2) transitions. Experimentally, we observe a strong signal on the

trap transition as expected, but almost nothing on the repump transition (section

3.5.3). This is because the latter case does not form a closed two-level system.


