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Abstract

The aim of the project was to improve the ultrasonic array inspection of high-

density polyethylene (HDPE) heat-fused pipe joints of cooling water pipework that

is installed in EDF Energy’s nuclear power stations. Whereas ultrasound array

inspection is now established for safety-critical metal components, HDPE poses a

hugely challenging problem, that the ultrasound waves are heavily attenuated by the

material. This impacts multiple aspects of the inspection and of the modelling that

is needed to design and qualify inspection. The thesis reports a range of research

that was needed to overcome this challenge.

The work of the thesis has:

• obtained accurate acoustic properties of HDPE that are necessary for improved

simulated or real ultrasonic array imaging of HDPE pipe joints

• developed a simulation technique for representing ultrasound in such inspec-

tions that has both high accuracy and efficiency

• extended analytical analysis of ultrasound scattering from cylindrical voids

from elastic media to general, attenuative media

• used the Huygens-Fresnel principle to represent ultrasound scattering from

volumetric and planar voids, to image sub-wavelength features of these de-

fects in an ideal circular array setup, and to image angled ultrasonic array

nondestructive evaluation (NDE) of potential defects occurring in HDPE pipe

joints

• devised an automated and antidispersive system for reducing coherent and

incoherent noise in waveforms with an isolated wave reflection signal

• produced an imaging and analysis method for ultrasonic array NDE that can

represent defects in a refractive, reflective, and scattering environment in at-

tenuating media, which is applied to data from the above developed simulation

technique

• applied much of the above imaging and analysis method to defects machined

into HDPE pipe material, with an experimental ultrasonic array controller,

yet with an array of limited suitability

• specified parameters for ultrasonic arrays and a water-filled wedge, which are

optimum for HDPE pipe joint inspection, and have been designed and built

by Imasonic SAS, France, for research use at Imperial College London
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pipe, l, and blended over wave propagation orientations through the

pipe, I, II, and III. Some experimental data points are represented

with stars. The corresponding parameterisations are the greyscale

curves with duplicate information on the z-axis. From lowest to high-

est attenuation, the family of curves are at f0 = 1, 2, ..., 5MHz. . . . . 100

2.8 The multidimensional parameterisation of HDPE pipe material phase

velocity, vp, that is otherwise the same as for attenuation in figure 2.7. 101
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2.9 The attenuation data uncertainties, εαemp , for wave propagation ori-

entation I that is used to obtain equation (2.6.10). The datasets for

temperatures close to T = 8, 21, 42◦C respectively are blue (dark in

greyscale print), red (medium in greyscale print), and green (light in

greyscale print). The data acquisition radial depths, l = −20,−10, 0, 10, 20mm

have respective datasets, circles, pluses, crosses, squares, and diamonds.102

2.10 The attenuation data uncertainties, εαemp , for wave propagation ori-

entation II that is used to obtain equation (2.6.10). This figure is

otherwise the same as figure 2.9. . . . . . . . . . . . . . . . . . . . . . 103
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entation III that is used to obtain equation (2.6.10). This figure is
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2.15 The phase velocity data uncertainties, εvp,emp , for wave propagation

orientation I that is used to obtain equation (2.6.11). This figure is
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orientation II that is used to obtain equation (2.6.11). This figure is
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orientation III that is used to obtain equation (2.6.11). This figure
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2.18 The phase velocity regression uncertainties, εvp , for wave propagation

orientation I that is used to obtain equation (2.6.11). This figure is
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2.19 The phase velocity regression uncertainties, εvp , for wave propagation

orientation II that is used to obtain equation (2.6.11). This figure is

otherwise the same as figures 2.9 to 2.18. . . . . . . . . . . . . . . . . 112

2.20 The phase velocity regression uncertainties, εvp , for wave propagation

orientation III that is used to obtain equation (2.6.11). This figure
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2.21 Thickness profile of sample I obtained at T = 21◦C using a microm-

eter screw gauge. The central thickness is the mean of the adjacent
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2.22 Thickness profile of sample II obtained T = 21◦C using a micrometer

screw gauge. The central thickness is the mean of the adjacent 8.

Each ij measurement region has a height and width of 10mm. . . . . 115

2.23 Thickness profile of sample III obtained T = 21◦C using a micrometer
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3.1 Geometry of FE simulation of wave propagation in the material of the

wall of a HDPE pipe. The two large rectangles are the boundaries

of the absorbing region (SRM), all pure-L point sources are aligned

vertically near the inner left boundary, and the monitoring nodes are

depicted by squares centred at (-100,0) and (0,0). . . . . . . . . . . . 131
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3.2 Cartoon of two adjacent square-oriented triangular source or monitor

elements with four nodal displacements, depicted by arrows, which

are directed parallel to lines that project to the centre of the squares

that comprise the two triangular elements. . . . . . . . . . . . . . . . 133

3.3 Geometry of FE simulation of scattering from a cylindrical void defect

in the material of the wall of a HDPE pipe. The inner rectangle is

the boundaries of the absorbing region (SRM), the defect is depicted

as a solid circle, all pure-L point sources are aligned vertically near

the left absorbing region, and the monitoring nodes are centred at

(-26.75,0) and depicted by a square. . . . . . . . . . . . . . . . . . . . 133

3.4 Empirical, from section 3.3, and FE simulated longitudinal wave

pulses propagated in HDPE. The input pulses are 4-cycle tonebursts

with Blackman-Harris envelopes. The centre frequency of the input

pulse is f0 = 2.25MHz and for the FE pulses the mesh spacing is

dx = λ0/40 and the time increment is dt = 1/(100f0). The pulse

amplitudes are normalised to the maximum of the amplitude of the

Hilbert transform of the analytical initial pulse, mah(u0). The solid

curve is the empirical pulse, u, the dashed curve is the TDFE pulse,

uTD, and the dot-dashed curve is the MBFE pulse with nband = 3,

uMB,3. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 134

3.5 TDFE attenuation frequency dependence for HDPE wave propaga-

tion where dx = λ0/40 and the time increment is again dt = 1/(100f0).

The dashed curve is the empirical attenuation frequency power-law,

the dot-dashed curve is the empirical attenuation at f0, and the solid

curve is the TDFE solution obtained at f0 = 2.25MHz, where non-

negligible wave frequency content exists between 1 ≤ f/MHz ≤ 3.5. . 135
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3.6 MBFE attenuation frequency dependence for HDPE wave propa-

gation where dx = λ0/40 and the time increment is again dt =

1/(100f0). The dashed curve is the empirical attenuation frequency

power-law, the dot-dashed curves are the empirical attenuations at f0

of each band, the solid curves are time domain finite element solutions

obtained at f0 of each band, the thick solid curve is the MBFE dis-

persion blend solution to describe general frequency dependence, and

the vertical dots are the edges between bands and the outer bands

contain the remaining frequency content. . . . . . . . . . . . . . . . . 136

3.7 TDFE phase velocity frequency dependence for HDPE wave prop-

agation where dx = λ0/40 and the time increment is again dt =

1/(100f0). The dashed curve is the empirical phase velocity fre-

quency power-law, the dot-dashed curve is the empirical phase ve-

locity at f0, and the solid curve is the TDFE solution obtained at

f0 = 2.25MHz, where non-negligible wave frequency content exists

between 1 ≤ f/MHz ≤ 3.5. . . . . . . . . . . . . . . . . . . . . . . . . 136

3.8 MBFE phase velocity frequency dependence for HDPE wave prop-

agation where dx = λ0/40 and the time increment is again dt =

1/(100f0). The dashed curve is the empirical phase velocity frequency

power-law, the dot-dashed curves are the empirical phase velocities at

f0 of each band, the solid curves are time domain finite element solu-

tions obtained at f0 of each band, the thick solid curve is the MBFE

dispersion blend solution to describe general frequency dependence,

and the vertical dots are the edges between bands and the outer bands

contain the remaining frequency content. . . . . . . . . . . . . . . . . 137

3.9 Full-width-half-maximum discrepancies between the empirical prop-

agation of a 4-cycle toneburst and the TDFE and MBFE approxi-

mations to this. The dotted line is the TDFE fractional error with

dx = λ0/20. For the same mesh refinement, the diamonds are the

MBFE FWHM fractional errors and the crosses are the fractional er-

rors for MBFE with extrapolation. The dot-dashed line is the TDFE

fractional error with dx = λ0/40. For the same mesh refinement,

the squares are the MBFE fractional errors and the circles are the

fractional errors for MBFE with extrapolation. . . . . . . . . . . . . . 138
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3.10 Propagation duration discrepancies between the empirical propaga-

tion of a 4-cycle toneburst and the TDFE and MBFE approximations

to this. The dotted line is the TDFE fractional error with dx = λ0/20.

For the same mesh refinement, the diamonds are the MBFE PD frac-

tional errors and the crosses are the fractional errors for MBFE with

extrapolation. The dot-dashed line is the TDFE fractional error with

dx = λ0/40. For the same mesh refinement, the squares are the

MBFE fractional errors and the circles are the fractional errors for

MBFE with extrapolation. . . . . . . . . . . . . . . . . . . . . . . . . 140

3.11 FE simulated longitudinal wave pulses propagated in HDPE and scat-

tered from a 3mm cylindrical void. The input pulses are 4-cycle toneb-

ursts with Blackman-Harris envelopes. The centre frequency of the

input pulse is f0 = 2.25MHz and the mesh spacing is dx = λ0/40 and

the time increment is dt = 3/(400f0). The pulse amplitudes are nor-

malised to the maximum of the amplitude of the Hilbert transform of

the input pulse, mah(u0). The solid curve is the 15 band MBFE scat-

tered pulse, uMB,15, the dashed curve is the TDFE scattered pulse,

uTD, and the dot-dashed curve is the 3 band MBFE scattered pulse,

uMB,3. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 141

4.1 Analytical cylindrical void scattering simulation geometry. The cylin-

der is central and marked by the circular line, the scattered wave mon-

itor locations are marked by squares, and the point source location,

at θ = 180◦, is marked by a cross. . . . . . . . . . . . . . . . . . . . . 149
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4.2 Back-scattered pulses, from θ = 180◦, from cylindrical voids in vis-

coelastic and elastic HDPE, with radii per wavelength, a/λ0 = 5. The

dashed line, associated with the left y-axis, is the elastic approxima-

tion; the solid line, associated with the right y-axis is the viscoelastic

full representation of the medium; and the vertical dot-dashed lines

mark the arrival times for the front and rear of the cylinder for a

centre wavelength, λ0 = 1.08mm, wave component travelling to and

from the cylinder extrema at the centre bulk longitudinal phase ve-

locity, vp,L,0. Viscoelastic and elastic LL pulses are normalised by the

maximum amplitude of the absolute of the Hilbert transform, mah(·),
of the elastic LL pulse. The ultrasonic pulse has three periods, or cy-

cles, ncyc = 3. The infinite sums of equations (4.3.2) to (4.3.4) are

truncated to NB = 50. . . . . . . . . . . . . . . . . . . . . . . . . . . 153

4.3 Back-scattered pulses, as in figure 4.2, except with radii per wave-

length, a/λ0 = 2.32079. . . . . . . . . . . . . . . . . . . . . . . . . . . 154

4.4 Back-scattered pulses, as in figures 4.2 and 4.3, except with radii per

wavelength, a/λ0 = 1.07722. . . . . . . . . . . . . . . . . . . . . . . . 155

4.5 Back-scattered pulses, as in figures 4.2 to 4.4, except with radii per

wavelength, a/λ0 = 0.5. . . . . . . . . . . . . . . . . . . . . . . . . . . 155

4.6 Viscoelastic (top) and elastic (bottom) HDPE reconstructions of the

cylinders obtained by deconvolving, by the input pulse, the scattered

waveforms, exemplified in figures 4.2 to 4.5, using equation (4.3.13).

Cylinder radius per wavelength is a/λ0 = 5. The cylinder boundaries

area marked by the dotted lines. . . . . . . . . . . . . . . . . . . . . . 156

4.7 Viscoelastic (top) and elastic (bottom) HDPE reconstructions of the

cylinders, as in figure 4.6, except with radii per wavelength, a/λ0 =

2.32079. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 157

4.8 Viscoelastic (top) and elastic (bottom) HDPE reconstructions of the

cylinders, as in figures 4.6 and 4.7, except with radii per wavelength,

a/λ0 = 1.07722. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 158

4.9 Viscoelastic (top) and elastic (bottom) HDPE reconstructions of the

cylinders, as in figures 4.6 to 4.8, except with radii per wavelength,

a/λ0 = 0.5. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 159
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5.1 Point scattering simulation geometry. All source and monitor loca-

tions are squares. The heterogeneity is the solid curve. The enclosing

circle radius, rD of maximum heterogeneity extent is the dashed line

that meets the dashed circle. The point scatterer is the circular point

that is met by the incident distance from source to point, rin, and

scattered distance from point to monitor, rjn, for all source, monitor,

and point scatterer combinations. These distances are solid lines.

The longitudinal scattering angle, θL,ijn, is from source to monitor

and the shear scattering angle is θS,ijn. . . . . . . . . . . . . . . . . . 165

5.2 Volumetric element deletion where element are triangles. The cylin-

der radius is rd = 7λ0/100 and the mesh spacing is dx = λ0/60. . . . 170

5.3 Planar node duplication where elements are triangles and duplicate

nodes are circles. The defect length is rd = 5λ0, while only the top

tip is shown, and the mesh spacing is dx = λ0/40. . . . . . . . . . . . 172

5.4 Angled ultrasonic array inspection of HDPE pipe heat fused joints

where the array is offset from the bead or debeaded region of the joint

and the array is mounted on an angled, water-filled wedge directed

towards the heat fusion face of the joint. The array elements are the

circles, which are separated by a pitch, p, and active aperture, A.

The base height of the water wedge is h, the array is offset axially

from the fusion face by standoff, s, the wall thickness between the

outer and inner wall of the HDPE pipe is w, and the radial depth on

the fusion face of the target region is d. The water wedge is angled

at θ1 from normal to the pipe outer wall. The angle at which the

maximum amplitude of the ultrasound propagates in the HDPE pipe

is θ2. This is depicted at half, once, and twice the centre frequency

to show the dispersiveness of the medium; the angle at f0/2, f0, and

2f0 are respectively the bottom, middle, and top rays. . . . . . . . . . 174
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5.5 Simulated ultrasonic longitudinal bulk viscoelastic point scattering

amplitudes, |ΓLL|, varying with scattering angle, θL. The viscoelas-

tic amplitudes are the solid curve, the isotropic or omnidirectional

amplitudes are the dashed line, the normalised FE amplitudes are

given with dot-dashed standard deviation uncertainty bounds, and

the spectrum zero-padded regression to these FE amplitudes is the

dot-dashed curve. The FE defect radius is rd = 7λ0/100 and the

element size is dx = λ0/60. . . . . . . . . . . . . . . . . . . . . . . . . 175

5.6 Simulated ultrasonic longitudinal bulk viscoelastic planar defect scat-

tering amplitudes, |ΓLL|, varying with scattering angle, θL. The vis-

coelastic amplitudes are the crosses, the spectrum zero-padded regres-

sion to these viscoelastic amplitudes is the solid curve, the normalised

FE amplitudes are given with dot-dashed standard deviation uncer-

tainty bounds, and the spectrum zero-padded regression to these FE

amplitudes is the dot-dashed curve. The FE defect enclosing radius

is rd = 5λ0 and the element size is dx = λ0/20. . . . . . . . . . . . . . 177

5.7 Image reconstruction of a small, rough, two-dimensional volumetric

defect with use of viscoelastic point scatterers with ultrasonic bulk

longitudinal and shear wave anisotropy and orthogonality, from equa-

tion (5.3.1). The defect enclosing radius is rD/λ0 = 0.5, for a wave-

length at centre frequency, λ0 = 1.08mm. The spacing per wavelength

of the point scatterers is dx/λ0 = 0.03, in adherence to equation

(5.3.3). The number of independent source or monitor locations is

NSM = 12. The image amplitudes of the defects represented from

longitudinal transmitted and received pulses, ILL, have a scale that is

quantified on the right greyscale. The dots are the locations of each

point scatterer. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 178

5.8 Image reconstruction of a small two-dimensional planar defect with

use of viscoelastic point scatterers with ultrasonic bulk longitudinal

and shear wave anisotropy and orthogonality, from equation (5.3.1).

The defect enclosing radius is rD/λ0 = 0.5. All other parameters are

the same as in figure 5.7. . . . . . . . . . . . . . . . . . . . . . . . . . 179
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5.9 Image reconstruction of a large two-dimensional planar defect with

use of viscoelastic point scatterers with ultrasonic bulk longitudinal

and shear wave anisotropy and orthogonality, from equation (5.3.1).

The defect enclosing radius is rD/λ0 = 5. All other parameters are

the same as in figure 5.8. . . . . . . . . . . . . . . . . . . . . . . . . . 180

5.10 Viscoelastic point scatterer superposition simulated images of angled

ultrasonic array NDE of defects in HDPE pipe joints. The circles and

lines are the volumetric and planar viscoelastic point scatterer defect

locations respectively. The rough debeaded surface of figure 5.4 is

simulated with viscoelastic points at the inner wall, x = 100mm. Far

left: ∆T = 10◦C, AC = 0, nf,im = 1. Centre left: ∆T = 10◦C,

AC = 1, nf,im = 1. Centre right: ∆T = 0◦C, AC = 1, nf,im = 1. Far

right: ∆T = 0◦C, AC = 1, nf,im = 15. . . . . . . . . . . . . . . . . . . 181

6.1 A cartoon of the immersion tank, ultrasonic setup used to obtain the

waveforms. The dot-dashed region is cut out from the main cartoon.

The ultrasonic pulser is p, the high-density polyethylene (HDPE) pipe

sample, is s, the centrally located 6mm diameter (5.5 centre wave-

lengths), cylindrical, air-filled void is c, the front wall reflection of the

ultrasound from the sample is F1, the back wall reflection is B1, the

first scatter from the cylinder is C1 and, from C1, after rebounding

once more from the front wall and the scatterer, the second scatter,

C2, exits the sample towards the pulser. Three spatially independent

measurements are taken in the y-direction for the top and bottom of

the sample, each as the front wall, resulting in a total of six indepen-

dent, repeat measurements. The six measurements are recorded with

10 coherent time averages and then all repeated for 32, 100, 316, and

1000. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 193

6.2 Unprocessed waveforms with 10 coherent time averages. Left col-

umn: Pulse F1. Middle column: Pulse C1. Right column: Pulse C2

then B1. Top row: six waveforms time shifted using chosen compara-

tor method. Middle row: the mean of the six time shifted waveforms.

Bottom row: the optimised filtered mean of the six time shifted wave-

forms, with specific corner frequencies and roll-offs. . . . . . . . . . . 196
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6.3 Unprocessed waveforms with 1000 coherent time averages. Left col-

umn: Pulse F1. Middle column: Pulse C1. Right column: Pulse C2

then B1. Top row: six waveforms time shifted using chosen compara-

tor method. Middle row: the mean of the six time shifted waveforms.

Bottom row: the optimised filtered mean of the six time shifted wave-

forms, with specific corner frequencies and roll-offs. . . . . . . . . . . 197

6.4 Automated noise reduction of the waveforms with 10 coherent time

averages. Solid curves are PS and dashed curves are CEPS. Left

column: Pulse F1. Middle column: Pulse C1. Right column: Pulse

C2 then B1. First row: cosine (Hann). Second row: cosine (Hann)

with AF used to remove frequency side lobes. Third row: Blackman-

Harris. Fourth row: Gaussian (Morlet). Fifth row: Second derivative

Gaussian (Ricker). . . . . . . . . . . . . . . . . . . . . . . . . . . . . 198

6.5 Automated noise reduction of the waveforms with 1000 coherent time

averages. Solid curves are PS and dashed curves are CEPS. Left

column: Pulse F1. Middle column: Pulse C1. Right column: Pulse

C2 then B1. First row: cosine (Hann). Second row: cosine (Hann)

with AF used to remove frequency side lobes. Third row: Blackman-

Harris. Fourth row: Gaussian (Morlet). Fifth row: Second derivative

Gaussian (Ricker). . . . . . . . . . . . . . . . . . . . . . . . . . . . . 199

6.6 Automated noise reduction of the waveforms with 1000 coherent time

averages. Solid curves are APG PS and dashed curves are APG

CEPS. Left column: Pulse F1. Middle column: Pulse C1. Right

column: Pulse C2 then B1. First row: cosine (Hann). Second row:

cosine (Hann) with AF used to remove frequency side lobes. Third

row: Blackman-Harris. Fourth row: Gaussian (Morlet). Fifth row:

Second derivative Gaussian (Ricker). . . . . . . . . . . . . . . . . . . 199
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6.7 Unprocessed waveforms with 10 coherent time averages, and the au-

tomated noise reduction of said waveforms. Dashed curves are the

mean spectra of the six time shifted waveforms, dotted curves are the

filtered mean spectra of the six time shifted waveforms, solid curves

are the PS spectra, and dot-dashed curves are the AF cosine (Hann)

PS spectra. Top row: spectrum amplitudes. Bottom row: spectrum

unwrapped phases. First column: cosine (Hann) and AF Hann. Sec-

ond column: Blackman-Harris. Third column: Gaussian (Morlet).

Fourth Column: Second derivative Gaussian (Ricker). . . . . . . . . . 201

6.8 Crosses are the shift method SNRs, circles are PS SNRs, and dia-

monds are CEPS SNRs. The region bounded by the dashed curve

represents the range between mean and filtered mean shift method

SNRs. Top row, columns 1-3: unprocessed waveforms with 10-100

coherent time averages. Bottom row, columns 1 and 2: unprocessed

waveforms with 316 and 1000 coherent time averages. The shaded

region bounded by dashed line marks the range of SNRs achievable

by the comparators methods, and how certain PS and CEPS methods

improve upon those SNRs. Methods, A – mean of SNRs of shifted

C2, B – SNRs of mean of shifted C2, C – SNRs of filtered mean of

shifted C2, D – SNRs of PS Hann, E – SNRs of PS automated-filtered

Hann, F – SNRs of PS Blackman-Harris, G – SNRs of PS Morlet, H

– SNRs of PS Ricker, I – SNRs of CEPS Hann, J – SNRs of CEPS

automated-filtered Hann, K – SNRs of CEPS Blackman-Harris, L –

SNRs of CEPS Morlet, and M – SNRs of CEPS Ricker . . . . . . . . 202

6.9 Unprocessed waveforms with 3162 coherent time averages. Left col-

umn: Pulse F1. Right column: Pulse B1. Top row: unprocessed

waveform. Bottom row: the optimised filtered waveform, with spe-

cific corner frequencies and roll-offs. . . . . . . . . . . . . . . . . . . . 203

6.10 Automated noise reduction of the waveforms with 3162 coherent time

averages. Solid curves are PS and dashed curves are CEPS. Left

column: Pulse F1. Right column: Pulse B1. First row: cosine (Hann).

Second row: cosine (Hann) with AF used to remove frequency side

lobes. Third row: Blackman-Harris. Fourth row: Gaussian (Morlet).

Fifth row: Second derivative Gaussian (Ricker). . . . . . . . . . . . . 204
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6.11 Unprocessed waveforms with 3162 coherent time averages, and the

automated noise reduction of said waveforms. Dashed curves are the

mean spectra of the six time shifted waveforms, dotted curves are

the filtered mean spectra of the six time shifted waveforms, solid

curves are the PS spectra, and dot-dashed curves are the AF cosine

(Hann) PS spectra. Top row: spectrum amplitudes. Bottom row:

spectrum unwrapped phases. First column: cosine (Hann) and AF

Hann. Second column: Blackman-Harris. Third column: Gaussian

(Morlet). Fourth Column: Second derivative Gaussian (Ricker). . . . 205

6.12 Crosses are the shift method SNRs, circles are PS SNRs, and dia-

monds are CEPS SNRs. The region bounded by the dashed curve rep-

resents the range between unprocessed and filtered waveform SNRs.

The shaded region bounded by dashed line marks the range of SNRs

achievable by the comparators methods, and how certain PS and

CEPS methods improve upon those SNRs. Methods, A – mean of

SNRs of shifted C2, B – SNRs of mean of shifted C2, C – SNRs of

filtered mean of shifted C2, D – SNRs of PS Hann, E – SNRs of

PS automated-filtered Hann, F – SNRs of PS Blackman-Harris, G

– SNRs of PS Morlet, H – SNRs of PS Ricker, I – SNRs of CEPS

Hann, J – SNRs of CEPS automated-filtered Hann, K – SNRs of

CEPS Blackman-Harris, L – SNRs of CEPS Morlet, and M – SNRs

of CEPS Ricker . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 206
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7.1 Simulation geometry for MBim with an example, simplified depiction

of the MBFE region. The overlapping circles at the top of the figure

and the angled solid region on which they are located are respectively

the ultrasonic array elements and the water-filled wedge that the array

is mounted on, with y < 0. The outer wall of the HDPE pipe is at

y = 0. The solid region with y > 0 and −10 < x/mm < 10 is

the imaged region. The solid region left of the imaged region is a

depiction of the HDPE pipe region that is not near the fusion face

and is therefore not imaged for the NDE of fusion joint defects. The

dashed line at y = 56mm is the inner wall of the HDPE pipe. The

triangles pointing up and down are the real and virtual defect centres

respectively. The squares locate the MBFE direct and skip monitors.

The defects and monitors are within the MBFE simulation region,

which is smaller than the imaged region that contains an analytical

inner wall reflection signature. . . . . . . . . . . . . . . . . . . . . . . 215

7.2 Single known location ray tracing and its required increase in angle

precision in transmitted wave angle after refraction caused by change

in wave velocity, such as at a two-medium interface. The extra re-

quired precision from interface 1 to 2, normalised by the ratio of

velocities in medium 1 and 2, is εθ1/ (εθ2 · v1/v2). The incident angle

at the interface of the wave in medium is θ1 and the critical angle of

total internal reflection at the interface is θC . . . . . . . . . . . . . . . 221

7.3 Example MBFE simulation geometries used in MBim. The dashed

boxes are the boundaries of the absorbing regions. The solid lines with

circles and diamonds at their anticlockwise and clockwise ends are the

plane wave source lines, with incidence angles θs. The triangles are

the defect centres. The squares are the monitor locations. . . . . . . . 225

7.4 Aribtrary defect geometry enclosed by circle of smallest radius, rd,

which is the dashed line. The squares mark the locations where scat-

tered plane waves are monitored. Each different incident wave in

MBim is directed through one such square. The angular spacing be-

tween adjacent monitors is dθS. . . . . . . . . . . . . . . . . . . . . . 227

30



7.5 Elements are triangles. Left: volumetric element deletion. Right:

planar node duplication, where duplicate nodes are circles and only

the top tip of the planar defect is shown. . . . . . . . . . . . . . . . . 229

7.6 Fermat path range bisection. The dotted line, 4©, is the target path,

s1 + s2, which has minimum wave propagation duration. This is

targeted initially, respectively, by the left dashed line, 1©, and the dot-

dashed line, 2©. Midway between these paths, along the horizontal

interface, is a point that the right green dashed line, 3©, intersects.

In this iteration, the dot-dashed line, 2©, is rejected as it has a larger

propagation duration than the left dashed line, 1©. Repeating this

process rapidly converges on the target path. . . . . . . . . . . . . . . 230

7.7 MBim planar defect. The imaged region is to the right of the dashed

line. The defect, of minimum enclosing radius, rd = 2.0λ, is located

at yd = y∆/4 in the 100mm HDPE pipe joint and is also shown in the

boxed, zoomed image. The line at the centre of the zoomed defect

image represents the defect geometry. The absolute of the Hilbert

transform of the summed wave, ah(I), is normalised by its maximum

in the x-y plane, mah(I) to form the defect image. Reflected signals

that scatter from the defect are not included, Iskip = no; attenuation

correction is not used αcorr = no; and symmetry about the fusion

face, x = 0, is not used, Isymm = no. . . . . . . . . . . . . . . . . . . . 234

7.8 MBim cylindrical void. The imaged region is to the right of the dashed

line. The defect, of radius, rd = 0.5λ, is located at yd = 3y∆/4 in

the 100mm HDPE pipe joint and is also shown in the boxed, zoomed

image. The circle at the centre of the zoomed defect image represents

the defect geometry. The absolute of the Hilbert transform of the

summed wave, ah(I), is normalised by its maximum in the x-y plane,

mah(I) to form the defect image. Reflected signals that scatter from

the defect are not included, Iskip = no; attenuation correction is not

used αcorr = no; and symmetry about the fusion face, x = 0, is not

used, Isymm=no. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 235

31



7.9 MBim cylindrical void. The imaged region is to the right of the

dashed line. The defect, of radius, rd = 2.5λ, is located at yd =

y∆/4 in the 100mm HDPE pipe joint and is also shown in the boxed,

zoomed image. The circle at the centre of the zoomed defect image

represents the defect geometry. The absolute of the Hilbert transform

of the summed wave, ah(I), is normalised by its maximum in the x-y

plane, mah(I) to form the defect image. Reflected signals that scatter

from the defect are added in the image, Iskip = yes; depth-dependent

attenuation correction is used αcorr = yes; and assumed symmetry

about the fusion face, x = 0, is used to mirror each side of the image

to the other, Isymm = yes. . . . . . . . . . . . . . . . . . . . . . . . . 236

7.10 MBim cylindrical void. The imaged region is to the right of the dashed

line. The defect, of radius, rd = 2.5λ, is located at yd = y∆/4 in the

56mm HDPE pipe joint and is also shown in the boxed, zoomed image.

The circle at the centre of the zoomed defect image represents the

defect geometry. The absolute of the Hilbert transform of the summed

wave, ah(I), is normalised by its maximum in the x-y plane, mah(I) to

form the defect image. Reflected signals that scatter from the defect

are added in the image, Iskip = yes; depth-dependent attenuation

correction is used αcorr = yes; and assumed symmetry about the

fusion face, x = 0, is used to mirror each side of the image to the

other, Isymm = yes. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 237

7.11 Top: MBim image of a planar defect with Iskip = yes, αcorr = yes, and

Isymm = yes. Left: A MBim image of the planar defect with ampli-

tude gating before and after Gaussian white noise dithering. Right:

automated defect location and sizing using the perimeter of the gated

planar defect with distant perimeter points, where the vertical line is

the planar defect geometry, the circle bounding it is the simulated de-

fect circle with radius, rd, and the larger circle marks the automated

location and automated size predicted from the defect image. . . . . . 238

32



7.12 SNR variation, nband = 3, with defect radius, rd, and number of

aperture points, NA, for cylindrical voids at a depth of yd = 3y∆/4 in

100mm wall HDPE pipe joints. Means and medians are provided for

each row and column, as well as for all tabulated SNRs. Greyscale

box shading equates to means in boxes. . . . . . . . . . . . . . . . . . 239

7.13 Defect SNR means and medians over all defect radii, rd, and numbers

of aperture points, NA. A-Π first loop through yd = y∆/4 and 3y∆/4,

then from cylindrical void to planar, then both not using and using

attenuation correction, next Iskip = no and yes, and lastly Isymm = no

and yes. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 240

7.14 Defect location uncertainty, εrdc , means and medians over all defect

radii, rd, and numbers of aperture points, NA. A-Π first loop through

yd = y∆/4 and 3y∆/4, then from cylindrical void to planar, then both

not using and using attenuation correction, next Iskip = no and yes,

and lastly Isymm = no and yes. . . . . . . . . . . . . . . . . . . . . . . 240

7.15 Defect sizing uncertainty, εrd , means and medians over all defect radii,

rd, and numbers of aperture points, NA. A-Π first loop through yd =

y∆/4 and 3y∆/4, then from cylindrical void to planar, then both not

using and using attenuation correction, next Iskip = no and yes, and

lastly Isymm = no and yes. . . . . . . . . . . . . . . . . . . . . . . . . 241

8.1 Angled ultrasonic binary array inspection of the HDPE pipe block

where the array is offset from the SDHs, marked by the solid circles,

and the array face and HDPE block are immersed in water. The

array elements are the circles, which are separated by a pitch, p, and

have an active aperture, A. The base height of the array is h, the

array is offset axially from the fusion face by standoff, s, and the wall

thickness between the outer and inner wall of the HDPE pipe is w.

The array is angled at θ1 from normal to the pipe outer wall. The

angle at which the maximum amplitude of the ultrasound propagates

in the HDPE pipe is θ2. This is depicted at half, once, and twice the

centre frequency to show the dispersiveness of the medium; the angle

at f0/2, f0, and 2f0 are respectively the bottom, middle, and top rays.252

33



8.2 HDPE pipe test block SDHs, waterproof tape covering their air gaps,

and smoothed outer surface. . . . . . . . . . . . . . . . . . . . . . . . 253

8.3 Angled immersion ultrasonic binary array image of the HDPE pipe

test block obtained without the interface refraction and transmission

improvements of MBim and without PS noise reduction. The circles

mark the SDHs. These span the full wall thickness, w of the HDPE

pipe test block. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 254

8.4 Array image of the test block obtained without the interface refraction

and transmission improvements of MBim but with PS noise reduction.255

8.5 Array image of the test block obtained with the interface refraction

and transmission improvements of MBim and with PS noise reduction.256

9.1 Angled ultrasonic array inspection of HDPE pipe heat fused joints

where the array is offset from the bead or debeaded region of the joint

and the array is mounted on an angled, water-filled wedge directed

towards the heat fusion face of the joint. The array elements are the

circles, which are separated by a pitch, p, and active aperture, A.

The base height of the water wedge is h, the array is offset axially

from the fusion face by standoff, s, the wall thickness between the

outer and inner wall of the HDPE pipe is w, and the radial depth on

the fusion face of the target region is d. The water wedge is angled

at θW from normal to the pipe outer wall. The angle at which the

maximum amplitude of the ultrasound propagates in the HDPE pipe

is θ2. This is depicted at half, once, and twice the centre frequency

to show the dispersiveness of the medium; the angle at f0/2, f0, and

2f0 are respectively the bottom, middle, and top rays. . . . . . . . . . 261

9.2 Ultrasonic bulk wave phase velocity, vp, at low and high frequencies,

f , and low and high temperatures, T , and the corresponding changes

in standoff, s for target depth, d = 13mm. . . . . . . . . . . . . . . . 267

34



Chapter 1

Introduction

1.1 Overview

EDF Energy is one of the ‘big 6’ energy providers in the UK. All 8 of EDF Energy’s

nuclear power stations in UK and potentially some in mainland Europe may be

affected by the outcomes of this project. EDF Energy, similar to some nuclear energy

organisations in the US and Europe, is currently undergoing a phase of replacement

of much of its cast iron pipework with high-density polyethylene (HDPE). Some

of the pipework is in safety-critical regions of the nuclear island (the immediate

surrounding area enclosing a nuclear power station) where failure of the pipes could

be highly undesirable and consequently safety standards are very high. HDPE pipe

welds, necessary during manufacture and installation, are the most common regions

of localised reduced pipe strength because of the potential existence of defects within

the weld volume. It is therefore necessary, and consequently required by national

and international safety standards, that reliable NDE is performed on current and

future HDPE pipe installations in nuclear power stations. Currently, the majority

of reliable NDE inspection techniques have been developed and optimised for use

on metals and composites, with HDPE and other plastics requiring more work.

Consequently, this Imperial College London Engineering Doctorate (EngD) project

involves the modelling of phased array ultrasonic testing and other improvements

to the inspection of HDPE welds. It should increase NDE inspection reliability in a

cost-effective and efficient way when compared with current methods of extensive or

exhaustive destructive and nondestructive evaluation of potential defective pipes.

This introduction first covers the context and motivation for the EngD research
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project from the industrial context of EDF Energy and its use of HDPE in re-

placement of cast iron pipework in its nuclear power stations in the UK. Next, a

review of the relevant literature covered to date is presented, including the pros and

cons of HDPE pipework, welding procedures, weld failure mechanisms, destructive

evaluation of welds, representative fabricated HDPE joint defects, nondestructive

evaluation of welds including traditional visual and surface inspections as well as

high sensitivity volumetric NDE, the relevant acoustic properties of HDPE, and

current relevant examples of modelling of ultrasound applicable to HDPE joints.

1.2 Industrial Context and Motivation for Research

EDF is a large international energy provider based in France of which EDF Energy

is the UK subsidiary and one of the ‘big 6’ energy providers in the UK. EDF Energy

provides the large majority of the UK’s nuclear energy from its 8 nuclear power

stations (of the 9 in the UK) situated throughout the country.

EDF Energy is undergoing a significant overhaul of the pipework used in its nuclear

power stations from cast iron to high-density polyethylene (HDPE). Although there

are many benefits to using HDPE, discussed in section 1.3, if produced to a substan-

dard quality, the butt fusion welds joining HDPE pipes can be a point of reduced

strength and so a potential location of pipe failure. Consequently, Doosan Bab-

cock has worked with EDF Energy to develop a nondestructive evaluation (NDE)

technique using a phased array ultrasonic testing (PAUT) probe, detailed in section

1.3.9, for detecting certain defects which may potentially occur in butt fusion joints.

The present pipework replacement does not include any safety critical pipework

within the nuclear island but there is much drive towards these replacements also

being made in the UK, Europe, and the US (see section 1.3). If this occurs, further

need of validation of the PAUT inspection technique will likely be required.

Validation on this scale can be expensive and so it is more cost-effective to exper-

imentally validate only certain cases of importance, which may be bounding cases

or cases of specific significance. In conjunction, it is necessary to create a tool for

modelling PAUT inspection of HDPE that, after validation using the experimental

cases, can be straightforwardly and reliably applied to all other important cases.

Before this EngD project, no such modelling tool existed for ultrasonic inspection

of HDPE, so its development is a valuable contribution to this area of inspection.
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This project benefits from relevant and potentially applicable developments existing

in recent NDE technology, operation, and data analysis. This work also contributes

to a wider body of understanding required to develop rejection criteria for flawed

fusion joints, such that sentencing can be performed with more confidence and less

wastefulness than the default approach used where no criteria exist, whereby all

pipe sections containing joints deemed potentially defective with established NDE

methods must be removed and replaced at significant monetary and time cost to

EDF Energy.

In early project reports, the aim was stated as follows, “By the end of this EngD

project the aim is to have developed a fully functioning modelling tool of ultrasound

from a phased array probe in HDPE that draws upon research into the acoustic

properties of HDPE, the way in which ultrasound from a phased array probe prop-

agates in HDPE, and the way the wave interacts with defects experienced in HDPE

butt welds such that predictions can be made that lead to faster, more reliable defect

characterisation and sentencing.”

1.3 Literature Review

1.3.1 HDPE pipework – justification for use and associated

problems

Existing cast iron pipework used in EDF Energy’s nuclear power stations is sus-

ceptible to corrosion, fouling, and microbial attack [1–9, 11–13]. They consequently

require continual replacement and maintenance [14]. Along with the above issues,

the labour costs for installing and maintaining cast iron pipes can be 10 times greater

than for HDPE, the material considered the best alternative [15]. The 2012 global

annual production rate of plastic pipes was 7.5bn metres and the projected growth

from then until 2017 is expected to be 8.5% [1]. Similarly, in the nuclear power

industry significant amounts of HDPE pipework are being installed to replace ex-

isting cast iron pipes. This is occurring in the UK with EDF Energy, mainland

Europe, the US, and elsewhere because of the many benefits of HDPE over con-

ventional pipework. Unlike cast iron, HDPE is not susceptible to the above issues

and has a longer predicted service life, is cheap, lightweight, flexible, and relatively

straightforward to install [1–9, 11–13]. One other important advantage of many is
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that HDPE removes the need for rubber ring joints used with other pipework, as

these are often a source of degradation and leakage [16]. Some potential problems

include, sensitivity to UV radiation, thermal expansion, low operating temperature,

and being susceptible to cracking stress [4]. Although EDF Energy does not bury

its pipes in the UK, the pipes are often under roof cover so UV is not a concern.

The pipes also contain 2.5% carbon as an industry standard, which is employed for

UV protection. Given the merits outweigh the few demerits, it is suggested that the

increased reliability achieved through introducing HDPE pipework will reduce the

nuclear reactor core damage frequency (CDF) [3] a key figure of merit for nuclear

safety.

HDPE pipework has already successfully, and in many cases extensively, been in-

stalled for transporting water, gas, sewage, chemicals and hazardous substances, and

water in non-safety-critical nuclear applications [4, 17–19] with few failures in low

temperature and pressure applications [15]. Recent efforts have also been made to

introduce HDPE pipework for safety-critical applications within the nuclear island

by EDF Energy in the UK. In the US, two major plants, AmerenUE’s Callaway plant

and Duke Energy’s Catawba plant, have introduced HDPE for use in safety-critical

applications [11]. This has been done subject to approval by the Nuclear Regulatory

Commission (NRC) but with conditions to be met concerning the fabrication, NDE,

and qualifications of procedures, equipment, and personnel [19]. The permission was

granted in agreement with the American Society of Mechanical Engineers (ASME)

Code Case N-755 concerning the use of Class III (safety-critical) HDPE pipes [20],

for example those in figure 1.1. The design temperature of 60◦C [20, 21] might be

exceeded in Class III applications and so a higher grade of HDPE (PE-4710) used

Figure 1.1: HDPE pipes with complex geometry butt welds in power plant [15].
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in Europe was adopted by the US to increase the safe operating temperature [19].

Further concern regarding fusion weld integrity is raised through the use of larger

pipe diameters which may be more susceptible to brittle failure because of slow crack

growth [22]. Thicker pipes have also been shown to be more sensitive to flaws present

in the welds [23]. EDF Energy’s Sizewell B pressurised water reactor (PWR) has

installed HDPE pipework for the safety-critical service water system but is running

at suboptimal temperatures to remain below the HDPE design temperature [19].

The ASME Code Case does not specify a favoured reliable NDE technique for in-

specting weld flaws because more work is necessary to support and advance the high

probability of detection (PoD) and low false call rate of volumetric methods [19, 20]

such as the ultrasonic and electromagnetic radiation techniques covered in section

1.3.9. Being limited to considering only commercially available NDE solutions fur-

ther reduces choice [17].

The benefits of fusion welding include a permanent flow-efficient and economical

weld [8] and the ability to fuse long sections of pipe, which reduces the monetary

and time cost of welding relative to other equivalent pipe installation and welding

[24]. When produced correctly a heat fused HDPE weld can be as strong as the

extruded pipe material [15, 24]. To minimise the number of defective welds, PE

manufacture is very strictly regulated [15, 25] but the welding procedure is only

semi-automated so operator error can still occur [26]. Also, use of the incorrect

parameters for a given weld shape and size as well as machine faults can lead to

systematically flawed welds.

1.3.2 Butt fusion welding procedure

EDF Energy has chosen and favours butt fusion, or butt welding, as its chosen

HDPE jointing process, over alternative methods such as electrofusion. HDPE butt

welds are produced in a butt welding machine, for use in EDF Energy’s nuclear

power stations, as follows [15, 24, 27, 36]:

1. two HDPE pipes are clamped with their ends aligned

2. the sawn pipe ends are planed smooth

3. the pipe ends and the heater plate may be cleaned with an alcoholic spray
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4. the heater plate is brought between the two ends (figure 1.2) which are brought

together and pressure is applied until a small weld bead forms

5. the pressure is removed but contact is maintain during a heat soak period

6. the heater plate is then removed, resulting in temporary exposure of the melted

ends during the dwell period

7. the ends are slowly brought together again and the pressure is gradually in-

creased until the full bead forms

8. the pressure is maintained for an extended welding and cooling period

9. the inner and outer weld beads may be optionally removed using a manual

run-around planing tool or power planer

Including the final debeading step, these are the standards adhered to by Plasflow

plc., EDF Energy’s chosen HDPE heat fusion weld manufacturer. Debeading is

performed to prevent invertebrates or plants being trapped in certain pipework

sections that can occur near seawater or freshwater inlets [36] as well as reduce the

risk of high shear stress on the weld from the high pressure flow. As further quality

control, at the beginning of a welding session a dummy weld can be produced to

remove fine contaminants from the heater plate.

Figure 1.2: HDPE pipes (∼500mm diameter) with heater plate between in butt fusion process
at Plasflow plc.
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1.3.3 Butt fusion weld potential defects

Despite the benefits of using HDPE pipework, as with cast iron there are also poten-

tial problems that can occur and defects that can arise in butt fusion joints during

manufacture. These defects occur around the whole circumference of the pipe and

are aligned radially parallel to the fusion surface [7], as shown in figure 1.3. In butt

welds lack of fusion (LoF) is the most probable defect that can arise [2]. It is a

planar region (that is defined as having no extent in the axial direction) between

the welded pipe end surfaces where fusion has not occurred. LoF is generally caused

by the fusion temperature being too low, pressure being too high, fusion time be-

ing too short, misalignment of the pipe ends, or planar contaminant inclusions on

the pipe end surfaces. Often caused by similar but less extreme conditions than

LoF, cold fusion is the incomplete crossing of polymer bonds within the HDPE weld

[11, 19, 33]. Similar to LoF, cold welds, formed in the same plane as LoF, can be

significantly weaker than an optimal weld [11, 26, 34]. Inclusions are a concern when

producing butt fused welds. These are contaminants that enter the weld during the

dwell period when the pipe ends are exposed and partially melted, but also after

the planing stage when the pipe ends are electrically charged by the planing, thus

attracting fine airborne particulates [24]. Other larger inclusions such as dirt, grit,

or grease can also contaminate the pipe ends [2, 24, 35]. Inclusions are a concern

because they can create volumetric voids in the weld that can grow under long-term

fatigue loading [24]. Because of the way the bead forms in butt fusion, in the rare

case where welds are defective, contaminants will often exist within roughly the in-

ner and outer thirds of the through-wall thickness [36, 37] because the heated surface

is stretched into the bead but not squeezed out entirely [38]. The probability of all

major contaminants being squeezed into the weld bead is also significantly reduced

for thicker pipes [16].

The environment in which butt welds are produced has a significant impact on

the number of expected flaws. Producing welds in controlled factory conditions

is favourable compared with the unavoidable environmental effects experienced on

site [24]. For example, welding is often carried out at the same time as other

work that produces contamination, such as sources of cement dust and other fine

particulates. On site butt welds are often produced in small trenches where dirt and

other contaminants can easily be introduced to the weld. It is common for on site
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butt welding to be performed in tents, which helps reduce some of these factors.

Well trained operators who are encouraged to follow all procedures correctly and

well maintained fusion equipment will also improve the quality of on and off site

welds [8, 12, 24, 25].

In general, to reduce the number of flawed welds produced, essential fabrication

variables need to be better understood and optimised based on pipe properties [19].

For example, a given pressure specified in the US ISO standards can be approxi-

mately triple that of the recommendation in the UK ISO standards [27]. This is

suggested to cause a higher rate of cold fusion and lack of fusion in welds in the

US by forcing too much melted pipe out of the weld. Despite continual efforts to

understand the causes of flaws and improve the procedure accordingly, at present

it is not possible to ensure all butt fused joints are produced without flaws [16, 28]

and so efforts to detect and characterise these flaws must be made to prevent pipe

failure and improve quality assurance [1, 3, 36]. Furthermore, the larger HDPE

pipes necessary for nuclear applications are more difficult to weld because of stricter

tolerances on dimensions, complications when preparing the pipe ends, and the lack

of agreed parameters for these pipes [13].

Figure 1.3: Depiction of cross-section in through wall radial-axial plane (fixed circumference)
of upper half of a butt jointed HDPE pipe showing the fusion surface where known potential
manufacturing joint defects occur.

1.3.4 Electrofusion welding procedure

The other major way HDPE pipes can be welded, which is not currently used by

EDF Energy, is electrofusion [1, 4, 12, 26], where two pipe ends are fused within

a larger diameter coupler covering the joined pipe ends, shown in figure 1.4. The
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process is as follows [9, 28, 29]:

1. the pipe outer surfaces which are fused to the coupler are scraped to remove

oxides

2. the two pipes may be optionally clamped to improve fusion contact surface

area

3. the two pipe ends are forced together in the coupler until they meet internal

plastic stops

4. a current is passed through coiled wires in the coupler to heat the coupler and

pipes, bringing them into contact via thermal expansion

5. further resistive heating in a heat soaking period occurs to locally melt the

coupler and pipe surfaces

6. as the joint cools, fusion occurs

Figure 1.4: Electrofusion welding procedure. Coupler containing heating wires is connected to
external current supply. [30]

1.3.5 Electrofusion weld potential defects

In electrofusion, flaws can occur such as lack of fusion between the coupler and the

pipe ends, cold fusion, and voids around the heating wires (see figure 1.5). As with

butt fusion, the flaws occur along the fusion surface, which is in the axial direction

for electrofusion [7], with the exception of the volumetric flaws that are local to the

heating wires. Electrofusion defects can be caused by pipe misalignment or lack of

penetration (LoP) where the pipe ends and not in contact with the plastic stops in
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the centre of the electrofusion coupler, resulting in potential bunching of the heating

wires that leads to shorting and local overheating [39]. Many of these defects can

also be caused by using the incorrect heat cycle [9] or not completely scraping the

oxide layer off the pipe end surfaces [4, 28]. In electrofusion, operators may rely on

barcodes attached to the couplers for the correct fusion parameters but these can

potentially be misread or the wrong barcode scanned [4]. HDPE pipes often have a

slightly oval cross-section, which is especially pronounced in larger pipe diameters.

This can lead to a high probability of flawed welds because of the incomplete contact

between the coupler and pipe ends, but the risk of this can be reduced by clamping

the joint during electrofusion welding [39].

Similar to butt welds, producing electrofusion welds on site significantly increases

the risk of contamination via environmental influences. The fusion surface is larger

in electrofusion than butt fusion and so more care must be taken to ensure minimal

levels of weld contamination.

1.3.6 HDPE joint failure mechanisms

The effect of many of the flaws in heat fused HDPE welds is to increase the prob-

ability of failure via fracture when slow crack growth reaches critical levels. This

failure occurs earlier for larger initial defect sizes and so the critical defect size that

a viable NDE technique needs to detect can be defined based on an expected failure

Figure 1.5: Depiction of cross-section in through wall radial-axial plane (fixed circumference) of
electrofusion welded HDPE pipe showing the locations of known potential weld defects [9]
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at 50 years [1, 16].

If HDPE is subject to high stress it is most likely to fail in a ductile manner where

a significant amount of plastic deformation occurs. If lower stress is applied but

for a longer time, small cracks slowly grow larger until large surface areas yield at

once via brittle failure with low plastic deformation [1]. The existence of defects in

HDPE welds allows for potential slow crack growth to occur and for the pipe to fail

prematurely in a brittle manner [16, 24].

1.3.7 Destructive evaluation of HDPE welds

Flawed HDPE welds can be evaluated destructively in a number of ways to confirm

how influential that flaw would be on the service lifetime of that weld as well as to

determine material characteristics of different regions of the failed weld. It is im-

practical and expensive to run tests for multiple years on HDPE pipes, for example

running a constant pressure test for that duration, and so fracture mechanics can

be used to extrapolate failure times for higher pressure or cyclic fatigue tests [1].

In this way it can be meaningful to run tests where the part fails in a number of

days or hours. These can, for example, be performed on multiple sections from the

circumference of the weld to build a complete picture of the failure mechanism. As

well as destructive tests performed on defective welds, certain mechanical tests can

be performed on HDPE pipes before they are installed. For example, hydrostatic

tests are often performed, which involve flowing water through the pipe at a min-

imum of 1.5 times the design pressure of the pipe [35, 42, 43]. These tests do not

predict long term performance of the welds but can eliminate highly defective welds

before installation. A less extreme flaw such as cold fusion would not generally be

detected by hydrostatic testing [12].

Whole pipe or specimen (circumferential section) creep tensile rupture tests of HDPE

butt welds (see figure 1.6) can be performed to determine the influence of planar

flaws [16, 21, 35]. The latter is more common than whole pipe tests as more tests

can be performed on circumferential sections and simpler apparatus can be used.

However, whilst being more expensive, performing whole pipe tests removes the

need to extrapolate the failure characteristics of sections to that of the whole pipe,

which include factors such as residual stresses in the pipe [21]. It is suggested that

in destructive testing of HDPE, approximately 30% of welds should be under low
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Figure 1.6: HDPE butt weld tensile test failure in a both brittle (large central region of weld)
and ductile (edges and bottom) manner at Plasflow plc. The brittle failure is a cleaner break with
less extension of the polymer chains than the ductile failure.

enough stress but for a longer duration such that they experience brittle rather than

ductile failure. However, this process can still be sped up via surfactant solutions

[21]. When performing tensile tests the force applied or the displacement resulting

from a given force can be measured to determine the weld strength [26]. With

knowledge of the stress applied and the strain measured, the tensile energy to break

(TEB) can be determined and equivalently used as a measure of weld strength [24].

Visual analysis of the separated weld determines which parts fail in a brittle or

ductile manner, where brittle failure suggests a weakened defective joint.

Although tensile tests do have value, it has been suggested that side-bend test results

for butt welds may correlate better with the true brittle or ductile nature of the weld

section [19]. A side-bend test, as the name suggests, involves bending both sides of

the weld in the direction where the through-wall edges are in tension or compression

about a central column located at the weld. Bend tests are also said to be good

at measuring the strength of brittle materials [44], which are of concern here. By

the nature of bend tests (though not for the side-bend tests mentioned above) it

is clear that the highest stresses are near the inner and outer pipe surfaces where

compression and tension occur respectively, rather than in tensile testing where

stress is equal throughout the cross-section. Bend tests can therefore concentrate

stresses where flaws are more likely (as covered in section 1.3.3) and also where real

stress concentrations occur when the pipe is in operation because pressure is radial.

As the fusion surface of electrofusion welds is different, so are the destructive tests.

Some of the common tests include crush/decohesion, peel, long-term creep and
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hydrostatic pressure tests [9, 21]. The crush test involves applying a pressure to

the weld and recording the pressure it fails at, where the failure occurs, and the

appearance of the defect [45]. Peel tests involve cutting circumferential sections

of the electrofusion weld and applying tension at one end and recording the force

required to peel apart the two fused layers as well as analysing how brittle or ductile

the failure was and locating any potential defects. Creep tests involve a constant

stress where the strain is the measured variable. As covered above, hydrostatic tests

involve flowing high pressure water through the pipe to potentially induce failure.

Other material tests of welds include taking sliced cross-sections through the weld

and analysing them with an optical transmission microscopy (OTM) setup or equiv-

alent. The material structure and expected differences observed for welded mate-

rial, unwelded material, and flawed material can provide information on the acoustic

properties and failure mechanisms of HDPE welds [12]. Similarly, a simple smoothed

cross-sectional slice of the through-wall of the weld can provide information about

macroscopic features such as LoF [34, 35]. To improve this technique, thin slices

(∼30µm) can be cut using a microtome, similar to the first technique, but then

visually analysed for evidence of LoF and other defects [19].

1.3.8 Representative defects in butt welds

To improve the capabilities of nondestructive and destructive evaluation techniques

a combination of real and fabricated representative defects must be analysed. Real

defects are valuable because they are produced via real failure in the production of

the weld by equipment, operator, or both. The downside is that real defects are often

not repeatable or cannot be controlled in terms of level or type of inclusion. Bene-

ficially, real cold welds and LoF can generally be repeated because the parameters

input into the fusion apparatus are often retrievable when produced in factory con-

ditions. However, when trying to recreate the same weld using the same parameters

there is no guarantee that the same degree of LoF or cold weld will occur. This can

be somewhat alleviated by the production of many welds using the same parameters.

Fabricating welds with inclusions is more challenging. For example, representative

inclusions have been produced using talc to represent fine particulates [16, 24, 33],

sand for coarse particulates [16, 24], and mineral oil and WD-40 [33]. Talc particles

are very small (∼15µm) so they represent fine airborne particulates. Also, they do
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not polymerise and the melting point is much higher than the fusion temperature,

so they are a good choice for this type of contaminant [33]. Talc is difficult to detect

directly using ultrasonic testing (UT) as particle scattering is weak for diameters

less than 1/10 wavelength [32]. Mineral oil is a useful liquid contaminant because

it is does not polymerise. Similarly, nor does WD-40 [33], yet its high boiling point

means it will not form volumetric voids as might be expected for other liquids.

Representative flaws must be controlled and repeatable. Techniques for produc-

ing these flaws vary between experiments but many emphasise the need to control

volume of applied inclusion. The degree to which the volume is controlled varies

significantly. Examples include using a fan with variable speeds to blow particu-

lates onto the pipe ends [24]; using a paintbrush to apply heavy, medium, and light

quantities that were compared with controlled samples to estimate contamination

[16]; and cutting square holes of known dimensions in the pipe ends then adding

weighed quantities of inclusion material, yet this approach was applied only to an

alternative process to conventional butt fusion [33]. Also, cutting square holes itself

alters the weld integrity in a way uncharacteristic to real defects.

Other inserted materials include thin aluminium discs [16, 23, 47] and solid stainless

steep oval inserts [36]. Thin aluminium discs are useful for representing planar flaws

but may become warped or displaced from the weld. This can also be the case

when using PTFE tape to represent planar flaws [36]. One way to help maintain

the position of the insert is to use an adhesive [16] but this may alter the defect

characteristics. While steel inserts are useful for ultrasonic NDE, and potentially

other techniques, as they do not deform, they are also useful in representing tip

diffraction, detectable from real defects. This is because their oval shape means the

diffracted signal is conservatively small and therefore not larger than that of a small

defect. Using steel also means a lower difference in sound speed than that of an air

gap [36], again showing a degree of conservativeness. Their high thickness means

these flaws cannot be considered planar.

By varying fusion parameters such as temperature, pressure, and time of different

steps in the fusion process, cold welds can be produced to varying severity. As

mentioned above, using the same parameters does not necessarily lead to cold fusion

or LoF with the same area but repeating the process multiple times can reduce the

problem of variability. To create partial or complete lack of fusion any combination

of reduced heating time, reduced temperature, or excessively high or low pressures
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can be used.

There is value to producing calibration blocks from HDPE with side-drilled holes

and slots of known dimensions [36, 40]. They do not represent real defects but are

highly controlled in terms of size and shape and so an inspection standard can be

formed. These regular, repeatable, simple geometry flaws are a useful first test for a

model of NDE of HDPE as they are straightforward to implement and unambiguous

to analyse. From this basis, more complicated geometries can be characterised with

increased confidence.

1.3.9 Nondestructive evaluation of HDPE welds

Visual evaluation

Many traditional NDE techniques have limited to no applicability to HDPE fusion

welds. For example, dye penetrants are useful in locating some surface flaws but

in HDPE welds the majority of flaws are located within the volume of the weld

and some important flaws such as cold fusion and LoF are planar with minimal

through-wall thickness and so the dye cannot penetrate even surface flaws [1, 19].

Some tests can be performed at the point of weld production. For example, while

the weld bead remains on the weld it can be visually analysed to ensure the bead

appears qualitatively correct based on its height, width, whether the beads, pipes,

or both are misaligned, whether it has made contact with the pipe, and whether it

is uneven around the circumference including bead shape or voids in the fusion zone

[15, 19, 21, 40]. During debeading any brittleness or separation of the bead may

suggest a similar situation internally. The removed bead is often subject to a bend

back test where it is bent against its curvature to determine if there is any inclusions

or gross LoF evident, similar to the previous technique [16, 21]. For thicker pipes

the chance of contaminants passing into the weld bead is significantly reduced, as

covered in section 1.3.3.

Many of the visual tests, bend tests, and also hydrostatic testing were directly

transferred from analysis of steel welds but are not necessarily directly transferable

to testing of HDPE welds, which are very different in many ways [48]. It is the lack

of reliable NDE in the past that has maintained the dominance of visual and other

non-volumetric NDE techniques [49].

A case study on the reliability of visual NDE determined that of 132 HDPE field
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samples there was a 19% false acceptance and 63% false call rate [50]. However, this

was compared with ultrasonic time of flight diffraction (TOFD) ultrasonic testing

(UT) not mechanical testing, so there would be some discrepancy still between the

TOFD and the real flaws.

Visual tests are useful for detecting some highly flawed welds (to the degree that

they may fail a hydrostatic test) at the time of production. They are simple and

have some success but have a low probability of detection (PoD) and significant

false calls [19, 50]. Because of the safety concerns and stringent requirements placed

on the use of HDPE in safety-critical nuclear applications, there is urgent need for

reliable, high quality NDE [13, 19]. Specifically, volumetric NDE can be the solution

to many concerns including saving costs associated with pipe failure or incorrect

replacement, saving time via automated data capture, quality assurance, detection of

internal flaws, the ability to perform the inspection on site or in controlled conditions,

and the potential to perform the inspections whilst the pipe is in operation, thus

dramatically reducing the costs to time and money associated with ceased operation

[50]. Modelling must also be performed to corroborate experimental data with

theoretical expectations and other existing data without the time and monetary costs

of running many more tests to cover all likely cases of defective welds. Validation

of NDE techniques by this approach helps ensure they are made reliable as soon as

possible.

Near-infrared imaging (NIR)

Unlike thermographic imaging, Near-infrared imaging (NIR) relies on the transmis-

sion of radiation in the 700-900nm range and is most applicable to materials with

low electrical conductivity [51]. As mentioned above, this includes HDPE. NIR can

be performed using cheap, readily available hardware that is already commercially

available and compact in size. As well as measuring amplitude transmission through

the material thickness, by using a range of transmitted wavelengths, absorption spec-

tra can be generated and compared with known spectra to potentially determine the

chemical composition of the absorbing region [51]. If a crack formed in a HDPE pipe

that allowed water to enter via the inner or outer face then the absorption spectra

of water could potentially be used to detect this. However, optically dark materials,

such as black HDPE pipes used by EDF Energy, which contain 2.5% carbon, may be
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more difficult to apply NIR to [51]. HDPE pipes are also produced in other colours

such as yellow, blue, and white that do not contain carbon. These could potentially

be used in nuclear applications as well as the conventional black pipes.

Radiography

Radiographic NDE involves passing x-rays through a material that are detected on

an imaging screen that plots the amplitudes of the transmitted rays in a greyscale 2D

image or otherwise via film that is exposed by the rays. Applicable to both digital

and filmed-based radiography, the higher the density and thickness of the material

the x-rays pass through the more they are absorbed by the material and so the lower

the amplitude of the measured ray. Using this variation in transmission, an image

can be composed of areas where there is a notable change in density through the

thickness. The contrast variations of the image are based on the average absorption

through the thickness that the ray has travelled through and so no depth measure-

ments can be made without multiple tests at different angles that are then used

to build up a 3D CT (computed tomography) image via a suitable reconstruction

algorithm. This approach allows better defect characterisation since, subject to the

resolution of the system, the full 3D shape of any defect can be produced.

Because radiography is based on averaging through the thickness, it is best suited

to flaws aligned with their greatest extent being radial. This is the case for planar

flaws such as LoF in butt fused welds, yet the very small through-wall thickness of

the flaws makes these flaws hard to resolve and highly dependent on the angle of

the x-rays from the source [52]. It is clear physically that a small displacement of

the source from perpendicular to the pipe surface will result in a large reduction

in variation in x-ray absorption compared with the unflawed material because the

beam is passing at an angle through the planar through-wall thickness not the tip

to tip extent of the flaw. This amounts to a significant drop in image contrast.

Volumetric flaws are less dependent on the incident angle of the x-rays and so can

be reliably detected provided the absorption of the flaw deviates detectably from

the absorption of the parent material. This means larger pipe diameters are more

challenging for radiography.

Radiography is less feasible for electrofusion HDPE welds than in butt fusion welds

discussed above. This is because many of the flaws are planar in the axial direction

51



whilst inspection is radial. Also, the volumetric flaws and voids that may otherwise

be detectable can be obscured if near the metal heating wires, which themselves

have a strong radiographic contrast to the parent material [1].

Although 3D CT of HDPE would require about 20% of the intensity necessary in

steel, because of HDPE’s lower density, the technique is still costly in terms of time

to perform the multiple shots required for large pipe imaging and the time lost for

health concerns as local evacuation occurs when tests are conducted [21].

Microwave interferometric method

This approach uses the change in the relative permittivity between flaws and the

HDPE pipe. Microwaves are reflected from flaws because of the change in refractive

index at the boundary, much like in ultrasonic NDE [12, 52, 53]. The image received

is a combination of spatially varying voltage drops based on the interference of the

transmitted and received wave. There are two receivers in a pulse-echo configuration

with a microwave path difference of 1/4 wavelength. This allows the feature to be

resolved via interferometry [37].

The technique was developed at a time when ultrasonic testing of attenuative plastics

was considered infeasible [52]. It is highly sensitive to flaws (and inspection surfaces)

containing water [7] because the microwaves are at the frequency of the molecular

excitation modes. Microwave interferometric NDE has potential as a complementary

technique with a method that has higher probability of detection and image quality

if it is used for the detection of cold welds. The technique has shown some flaw

indication in welds with significant LoF [12, 54].

Gouges and other heterogeneities in the weld surface caused by debeading can sig-

nificantly distort the microwave image [37]. Also, direct comparison with phased

array ultrasonic testing (PAUT) has shown it is not currently capable of detecting

some other harder to access flaws PAUT can detect [37]. A significant disadvantage

shared with 2D radiography is that the data obtained from this technique is a spatial

average, in this case in the through-wall direction, and so it provides no information

about the depth of any potential defect [37]. Knowledge of depth helps determine

how a flaw may evolve in time and what the consequences of that evolution would

be, suggesting when failure may occur. The data analysis is more straightforward

but also more limited than that which can be applied to techniques such as PAUT,
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covered in 1.3.9. Changes to the colour and scale of figures can be made [37], yet

this can potentially make the analysis more convoluted and subjective. The data

collection can be automated, reducing the dependence on the operator and the risk

of human error. Microwave NDE can be performed in service as no couplant is

required [37], yet in order to reliably detect flaws it is considered that the technique

must at best be complementary to other NDE [15], because of the above disadvan-

tages. This could lead to complications because it cannot be used on joints with

residual ultrasonic probe couplant as this has a different permittivity to HDPE [37].

Qualitative preliminary inspection of HDPE electrofusion welds using Evisive Scan

Technology show the potential to detect incorrect pipe locations within the coupler

yet no direct flaw detection capabilities are demonstrated [55].

Capacitive method

Ultrasonic inspection requires changes in acoustic impedance. Specifically, ultrasonic

inspection is considered unsuitable for the accurate and reliable detection of cold

fusion in HDPE pipe joints, where the pipe joint may be mechanically weaker,

because of incomplete crossing of polymer chains within the material, but where

this is minimal acoustic impedance variation. Alternative methods, such as the

capacitive method of [56], are said to have the potential to detect certain instances

of cold fusion defects in HDPE pipe joints.

Guided Lamb wave ultrasonic testing

Before major adoption of current ultrasonic testing techniques of HDPE, it was

suggested that guided Lamb waves that propagate axially along the pipe could be

excited at multiple circumferential positions to inspect large areas of HDPE pipe and

weld volume [1]. Many Lamb wave modes have dispersion curves (phase velocity

vs. frequency) that pass nearby or cross each other. To excite one such mode

would result in partial excitation of the other and therefore an impure, hard to

interpret transmitted and received pulse [1]. Other modes were too high frequency

and so were heavily attenuated over the long distances covered by the guided waves.

The result was that a single Lamb mode (S2) was most suitable, yet its frequency-

thickness was 1.536MHzmm so for a 50mm pipe thickness the longitudinal ultrasonic

wavelength would be roughly 75mm, making the resolution low. Longitudinal and
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shear waves of such wavelength are also very highly attenuated in HDPE [3], such

that signal-to-noise ratio (SNR) would be low for these propagation distances. It

is still possible to detect and size a defect with these wavelengths, possibly leading

to defect characterisation and correct sentencing, but the technique is best used in

permanent monitoring as well as detection of defects in welds well beyond the reach

of local inspection techniques. Neither of these circumstances apply to EDF Energy’s

general HDPE pipe weld inspection scenario, whereby pipe welds are inspected

locally upon installation and periodically in future in routine checks or if there is

cause for concern.

Time of flight diffraction technique (TOFD)

Time of flight diffraction (TOFD) of HDPE butt welds involves two probes either

side of the weld where one transmits and the other receives. An undefective weld

will register the signal from the surface wave from the outer surface followed later

by the wave reflected off the back wall (inner surface). When a flaw is present the

tips at maximum and minimum radial extent in the weld will also diffract some of

the wave towards the receiver, resulting in two more compressional (L-wave) signals

between the surface and back wall responses. S-waves are too highly attenuated for

use in NDE of HDPE [3]. The L-wave signals allow for depth measurement and

flaw sizing. TOFD is therefore better suited to detecting radial flaws like LoF [16].

Certain welds cannot be accessed from both sides and so the application of TOFD

is limited in general to simple geometry butt welds [17]. Also, responses near the

outer and inner surfaces are difficult to distinguish from those of the surface and

back wall, yet signals still maintain some differentiability as the tip signals are

often parabolic, if they have negligible extent in the scan direction, not flat like

the surface and back wall [19]. The received signals in TOFD are circumferentially

stitched amplitude scans, known as a D-scans and the frequencies used in HDPE

TOFD are relatively low compared with steel, so for smaller defects the two tip

signals become hard to differentiate [21]. Also, TOFD necessarily uses a divergent

ultrasonic wave and so much energy is lost to the receiver, resulting in low signal-

to-noise (SNR) in HDPE which is already highly attenuative. TOFD is suggested

to be a viable complementary technique that requires the addition of NDE with a

higher PoD throughout the weld [15, 19]. Its advantage lies in the relatively small
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amount of data and equipment cost compared with techniques using a higher PoD

PAUT setup or equivalent.

WINDEPP: Combined creeping wave, tandem and TOFD ultrasonic test-

ing

Before PAUT had been widely adopted in NDE, especially of HDPE, there was a de-

sire to use different hardware to increase the weld inspection coverage compared with

that of individual techniques such as TOFD. Consequently, a set of three comple-

mentary ultrasonic techniques were combined together by TWI to form the Welding

with Integrated Non-Destructive Examination of Polyethylene Pipes (WINDEPP)

approach. The first was the use of creeping waves, which travel below the outer

surface of the pipe and can be used to detect defects within that shallow sub-surface

region. These waves are highly attenuative as there is significant mode conversion to

shear waves and so produce poor signal-to-noise (SNR) in anything but inspection

close to the weld [16]. TOFD is also used, which is best suited for radially aligned

flaws away from the outer and inner pipe surfaces. The third method is the tan-

dem technique, where as with TOFD two probes are used but the receiver detects

reflected not diffracted signals via a pitch-catch setup where both probes are the

same side of the weld with one behind the other in the axial direction [16]. This is

advantageous for detecting defects where the refracted signal is low or undetectable

given the defect geometry and the probe orientation(s). WINDEPP proves capable

of detecting some aluminium foil inclusions and sand down to 3% contamination by

area but not fine particulates (talc) or cold or LoF welds [16].

The WINDEPP approach is designed to be performed when the weld is first pro-

duced and still undergoing cooling, therefore the significant temperature dependence

of the acoustic properties of HDPE will distort the time of flight calculations. Also,

these complementary techniques can today all be performed using PAUT probes but

with the added versatility of being able to use PAUT-specific data acquisition and

analysis techniques, covered in section 1.3.9.

Phased array ultrasonic testing (PAUT)

Phased array ultrasonic testing (PAUT) involves the use of an array of many trans-

ducers capable of transmitting and receiving ultrasonic signals. Common array types
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include 1-D linear arrays and 2-D matrix arrays but many others exist. Time delay

laws for transmission and reception allow manipulation such as focusing the beam

at certain locations for better SNR [57] and steering to different directions. Like

Huygens’ wavelets, the full wavefront is the sum of the individual transmitted wave-

fronts. When focusing there is a compromise between the area covered, the spatial

resolution, and the attenuation based on the choice of frequency [1, 9]. The SNR

can also be improved using more elements but these probes are more expensive and

require higher data storage capacity.

PAUT can be used to cover a large volume of butt welds and the surrounding heat

affected zone (HAZ) in one scan, improving reliability and repeatability [59]. A com-

monly used PAUT technique is to perform a sectorial scan (S-scan) where multiple

A-scans are taken through a large swept angle. One variable focal distance exists

throughout the sweep [58] and the large coverage significantly increases the flaw

PoD. The signals near the surface are specular reflections whilst deeper signals are

mainly caused by tip diffraction [35]. Tip diffracted signals can yield through-wall

thickness of planar flaws such as LoF [2]. When performing single-sided inspection,

PAUT can be used on pipe-to-pipe and pipe-to-fitting welds, adding to its versatility

[13]. Another key advantage of PAUT is that it is much quicker than convention

scanning using single-element probes because of the larger coverage of a PAUT S-

scan, for example [45, 59, 60]. Also, by automating the circumferential scanning the

dependence on the operator and risk of human error are reduced.

In an approach similar to WINDEPP above, multiple conventional UT techniques

may be used to cover the whole weld volume. The advantage of having many

transducer elements adds flexibility to this. For example, it is possible to perform

self-tandem where the array is divided into two sub-arrays for transmitting and

receiving the tandem signal [59]. Two probes with steering wedges with different

refractive indices can be used to cover the majority of the weld volume, which is

especially useful in large thickness pipes [34]. This approach has been suggested to

have the potential to detect cold fusion in butt welds [34], despite cold fusion being

challenging to detect nondestructively [11, 16].

PAUT scans provide a lot of data which can be analysed and manipulated after scan

completion. A technique commonly used is full matrix capture (FMC) where each

element is fired separately and each time all elements are also used to receive the

returned signal. This data can be processed in many ways to increase the detection
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capabilities of PAUT, covered in section 1.3.9.

In electrofusion welds, incorrect fusion conditions that lead to cold fusion or LoF

can be inferred from the size of the HAZ [9, 28]. PAUT can detect voids formed

at the solid-liquid interface at the HAZ boundary [9]. PAUT of electrofusion welds

requires no steering and so the beam pitch can be large without reducing the probe

performance, whereas with butt fusion welds, wedges are used to minimise the need

for beam steering via delay laws [17].

In collaboration with EDF Energy, Doosan Babcock have developed an automated

circumferential scanning system (figure 1.7) for PAUT with a custom water wedge

for forward beam steering that has successfully detected target locations and edges,

the latter allowing for through-wall defect sizing [36]. This marks significant progress

towards versatile, reliable volumetric NDE of HDPE that is required by regulation

[17, 19].

Figure 1.7: Doosan Babcock’s automated PAUT butt weld scanning system with bespoke water
wedge for beam steering [36].

Data analysis and PAUT enhancements

The large data acquisition capabilities of PAUT add versatility in terms of data

analysis that can improve resolution, SNR (contrast), coverage, and other NDE

figures of merit. In combination with delay laws mentioned in section 1.3.9, gain laws

have been used to perform techniques such as dynamic depth focusing (DDF), which

improves the depth of field and the SNR of PAUT [59, 61, 62]. The combination

of delay and gain laws is known as a focal law. In DDF there is one focal law for

transmission and different delay laws for reception at each element [62].
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A commonly used technique for processing FMC data is to use the total focusing

method (TFM). This involves using delay laws to steer and focus a beam comprising

the sum of the FMC wavelets. The result is a scan that is focused at every location

not just focused along a swept line as with S-scans [6]. Adjustment to the amplitude

of the signal represented in the scan can be made by correcting for attenuation

(proportional to path length) by altering the gain laws of the FMC data. The

background noise local to the amplified area will also be enhanced via this approach.

To achieve resolution beyond the classical diffraction limit techniques can be used

to achieve superresolution [64]. This can be performed with the full matrix of data

to enhance all points in the scanned weld volume. Given the large amounts of data

generated in FMC, the high costs associated with arrays with a large number of

elements, the time taken to transmit and receive with all elements, and the limita-

tions of some hardware used to activate the array elements, it can be beneficial to

use only a select few elements. This can be relevant to 2D arrays where randomised

patterns can be used to determine which elements are used. The consequence of

this is improved detection capabilities relative to ordered or grouped activation of

specific array elements [65]. These are referred to as sparse arrays. Firing single ele-

ments for FMC rather than an aperture of a set element width will reduce the SNR

by a factor of the square root of the number of elements in the aperture, N . This

already accounts for an improvement due to the random noise averaging of FMC by

firing N times [60]. However, this SNR penalty can be removed by firing multiple

elements at once with different phase characteristics to generate an alternative full

matrix of data [66].

Further improvements can be made to the SNR by firing coded pulses rather than

a conventional single time-windowed pulse. Techniques include a Golay sequence,

which involves firing a sequence of pulses, followed by its complementary sequences.

The received signals are then cross-correlated with the transmitted sequences and

the results of the two complementary sequences are summed to remove the sequence

self-noise. Another, suggested to be an improvement on Golay is to linearly vary the

frequency of the pulse during emission in what is known as a frequency chirp [67].

A straightforward further improvement to SNR is achieved by averaging the data

from multiple FMCs. Storing this extra data could potentially be infeasible but it

would be sufficient to retain only the averaged data once this process is completed,

reducing the data requirements back to those of one FMC dataset.
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All UT mentioned until now considers only the linear component of the wave, the

fundamental harmonic, but there is a branch of UT known as nonlinear ultrasonics

that evaluates the contribution of other harmonics [68–70]. These are invariably

of (often significantly) smaller amplitude than the fundamental harmonic and so in

highly attenuative media such as HDPE at the frequencies and pipe thicknesses used

in the NDE of pipe joints these are at most negligible contributors compared with

the fundamental harmonic or otherwise almost entirely undetectable.

Miscellaneous techniques

Of the remaining NDE techniques that might be applicable to inspection of HDPE

welds, eddy current and magnetic methods are considered infeasible as HDPE is

an electrical insulator. Also considered unsuitable, thermographic NDE involves

the material in question being exposed to a flash or prolonged exposure of thermal

radiation that, when re-emitted from the material surface, is measured using thermal

imaging. Generally, this can only be applied to surface defects at depths of up to

a few millimetres, which is inapplicable to HDPE pipes of interest that are tens of

millimetres thick. Also, nuclear magnetic resonance imaging (NMR/MRI) is not

considered feasible because it is very costly and requires large, localised hardware.

Other NDE techniques exist that are not considered here. They have in common

an incompatibility with HDPE pipes in terms of, for example, physical properties,

pipework dimensions, and time and monetary cost constraints.

1.4 Thesis Outline

The aim of the project is to improve the ultrasonic array inspection of high-density

polyethylene (HDPE) heat-fused pipe joints of cooling water pipework that is in-

stalled in EDF Energy’s nuclear power stations. Whereas ultrasound array inspec-

tion is now established for safety-critical metal components, HDPE poses a hugely

challenging problem, that the ultrasound waves are heavily attenuated by the ma-

terial. This impacts multiple aspects of the inspection and of the modelling that is

needed to design and qualify inspection. The thesis reports a range of research that

was needed to overcome this challenge, with overall successful outcomes.

The work of the thesis does:
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1. obtain accurate acoustic properties of HDPE that are necessary for improved

simulated or real ultrasonic array imaging of HDPE pipe joints

2. develop a simulation technique for representing ultrasound in such inspections

that has both high accuracy and efficiency

3. extend analytical analysis of ultrasound scattering from cylindrical voids from

elastic media to general, attenuative media

4. use the Huygens-Fresnel principle to represent ultrasound scattering from vol-

umetric and planar voids, to image sub-wavelength features of these defects

in an ideal circular array setup, and to image angled ultrasonic array nonde-

structive evaluation (NDE) of potential defects occurring in HDPE pipe joints

5. devise an automated and antidispersive system for reducing coherent and in-

coherent noise in waveforms with an isolated wave reflection signal

6. produce an imaging and analysis method for ultrasonic array NDE that can

represent defects in a refractive, reflective, and scattering environment in at-

tenuating media, which is applied to data from the above developed simulation

technique

7. apply much of the above imaging and analysis method to defects machined

into HDPE pipe material, with an experimental ultrasonic array controller,

yet with an array of limited suitability

8. specify parameters for ultrasonic arrays and a water-filled wedge, which are

optimum for HDPE pipe joint inspection, and have been designed and built

by Imasonic SAS, France, for research use at Imperial College London

Chapters 2 to 9 sequentially cover the above 8 outcomes of this thesis.
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Chapter 2

Ultrasonic attenuation and phase

velocity of high-density

polyethylene (HDPE) pipe

material

The formulation, implementation, and evaluation of some concepts covered in chap-

ter are published Open Access as: J.S. Egerton, M.J.S. Lowe, H.V. Halai, and P.

Huthwaite, Ultrasonic attenuation and phase velocity in high-density polyethylene

(HDPE) pipe material, J. Acoust. Soc. Am. 141(3), 1535-1545 (2017).

2.1 Abstract

Knowledge of acoustic properties is crucial for ultrasonic or sonic imaging and sig-

nal detection in nondestructive evaluation (NDE), medical imaging, and seismology.

Accurately and reliably obtaining these is particularly challenging for the NDE of

high density polyethylene (HDPE), such as is used in many water or gas pipes, be-

cause the properties vary greatly with frequency, temperature, direction and spatial

location. Therefore the work reported here was undertaken in order to establish a

basis for such a multiparameter description. The approach is general but the study

specifically addresses HDPE and includes measured data values. Applicable to any

such multiparameter acoustic properties dataset is a devised regression method that

uses a neural network algorithm. This algorithm includes constraints to respect the
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Kramers-Kronig causality relationship between speed and attenuation of waves in

a viscoelastic medium. These constrained acoustic properties are fully described in

a multidimensional parameter space to vary with frequency, depth, temperature,

and direction. Example figures from this dispersion multidimensional parameterisa-

tion are shown in appendix 2.8.6. The resulting uncertainties in acoustic properties

dependence on the above variables are better than 4% and 2% respectively for at-

tenuation and phase velocity and therefore can prevent major defect imaging errors.

2.2 Introduction

Knowledge of acoustic properties is crucial for ultrasonic or sonic imaging and signal

detection in nondestructive evaluation (NDE) [1], medical imaging [2], and seismol-

ogy [3]. Specifically, in many industrial applications it is necessary to conduct non-

destructive evaluation (NDE) to detect potential defects in engineering components

such that the likelihood of critical damage or failure is minimised. Consequently, it

is necessary to develop accurate and reliable NDE methods to ensure integrity of

such components.

On occasion, manufacturing defects can occur within the joints of high-density

polyethylene (HDPE) pipes. This is of particular importance to the nuclear in-

dustry where safety is a high priority. In EDF Energy’s UK nuclear power stations,

existing cast iron pipes are being replaced by those made of HDPE in their tertiary

cooling circuits. Much of the existing NDE of HDPE pipe joints involves ultrasonic

array inspection [4–6] with some inspections also performed via the microwave in-

terferometric method [7]. When a HDPE pipe joint is heat fused, defects can occur.

These include volumetric inclusions and voids, as well as planar lack of fusion defects

that have negligible axial extent. Ultrasonic array inspection is superior at defect

detection and sizing in HDPE joints compared with microwave imaging because

it can be used to produce an image covering all depths within the joint whereas

microwave inspection only detects an average discrepancy in relative permittivity

through the depth. In this way ultrasonic inspection can locate planar defects with

axial normals, while microwave NDE cannot. This is critical to defect sizing, which

itself is necessary for determining whether a defective joint should be replaced.

The current HDPE pipe joint ultrasonic array inspection techniques are often based

on default imaging methods provided by the hardware. The main example of this
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is a sector scan. This process provides good weld volume coverage by sweeping

over a range of transmit and receive angles but only focuses the ultrasonic beam

at one depth. Consequently, any defect image is inherently unfocused, resulting

in inaccurate defect sizing. Also, no known HDPE pipe joint inspection technique

accounts for variations in acoustic properties – attenuation and phase velocity –

with ultrasonic frequency, propagation depth in the pipe, temperature of the pipe,

and propagation direction. Previous viscoelastic and dispersive acoustic properties

experiments that have included frequency dependence are on occasion based on

multiple measurements; have defined uncertainty bounds; conform to some or all of

the constraints detailed in section 2.3; or partially account for some of the above

environmental, geometric, or material considerations [8–18].

The purpose of this chapter is to address the current lack of accurate HDPE pipe

acoustic properties. It is here determined that all these variations are significant and

that by accounting for these, discrepancies can be reduced between predicted and

actual defect size. Further to this, without such acoustic properties characterisation,

current HDPE pipe joint inspection procedures often require much time consuming

calibration to determine and account for the variation of the attenuation and phase

velocity of the ultrasonic wave with temperature or frequency and are unable to

account for the influence of beam steering and diversion caused by heterogeneity

and anisotropy; with such acoustic properties characterisation, all the above can

be accounted for in calibration and data analysis. It is suggested that acoustic

properties variation between different batches of HDPE pipework is small and the

variation of different batches is not investigated in this study.

As part of this investigation, this author will consider the dispersion relations of

viscoelastic waves that are constrained to be causal by the Kramers-Kronig relation

that may depend not only on wave frequency, but also other parameters – an example

being the temperature of the viscoelastic medium in which such waves propagate.

Such acoustic properties must be obtained accurately and reliably via a suitable

experimental method for suitable ranges of parameter values. Then, if numerical

descriptions of such dispersion relations are to be obtained from such multiparame-

ter empirical acoustic properties data, any accurate regression method that discards

none of the multiparameter dataset must inherently be multivariate. Multivariate

regression is necessarily nonlinear in frequency for viscoelastic media, and the re-

gression coefficients are not all independent for causal Kramers-Kronig constrained
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dispersion relations. A suitable and efficient approach to tackling a multiparameter

problem such as this is to employ a neural network algorithm [19, 20] to obtain such

a numerical description of such dispersions relations.

This chapter is set out as follows. Succeeding background theory in section 2.3;

the principles of the method for obtaining and analysing the acoustic properties of

HDPE and other such viscoelastic media are provided in section 2.4; the procedure

for obtaining HDPE acoustic properties, their dependence on frequency, propagation

depth within the pipe, temperature, and propagation direction within the pipe,

and the method for fully determining this multiparameter variation are provided in

section 2.5; in section 2.6, the empirical phase velocity and attenuation of HDPE

are characterised and a neural network algorithm is implemented as a method of

constrained, multiparameter regression; and conclusions are drawn in section 2.7.

2.3 Theory

Here this author summarises a theoretical description of an ultrasonic bulk wave

that propagates in a viscoelastic medium such as HDPE. This description includes

the theoretical constraints to which such an ultrasonic wave in a viscoelastic medium

must adhere. These constraints are necessarily imposed in the frequency domain,

and so this is how the wave description is formulated.

The spectrum of a 1-D harmonic plane wave can be expressed as

Sx(x, f) = Sx(0, f) exp(ikx(f)x), (2.3.1)

where x is location, f is frequency, and kx(f), or tersely k(f), is the dispersion

relation,

k(f) =
2πf

vp(f)
+ iα(f), (2.3.2)

where vp(f) is phase velocity and α(f) is attenuation. For this entire study, the

following units are used, [vp] = ms−1 and [α] = m−1; alternative, unused unit

conventions do exist, including [α] = Np ·m−1.
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Much time has been given to the study of how best to describe the dispersion

relation of viscoelastic media [8, 11, 14, 17, 21, 23–27]. From which, it is usual to

conclude that the most suitable description for attenuation of ultrasonic waves in a

viscoelastic medium follows a power law,

α(f) = α1f
y, (2.3.3)

where 0 < α1 and 1 < y < 2 are coefficients to be determined. One such exam-

ple of a commonly used damping model is Kelvin-Voigt, but this loses accuracy

via restriction to f 2 proportionality at ultrasonic frequencies. Causality is a nec-

essary constraint on dispersion that couples the real and imaginary components of

dispersion via the Kramers-Kronig relations [27–29],

vp(f) = vp1 +
(vp1
π

)2
∫ f

f1

α(f ′)

f ′2
df ′, (2.3.4)

which, via use of equation (2.3.3) and selecting zero reference frequency, f1 = 0,

results in the following power law description of ultrasonic viscoelastic phase velocity,

vp(f) = vp1 +
(vp1
π

)2 α1

y − 1
f y−1, (2.3.5)

where positive phase velocity at zero frequency, 0 < vp1, is to be determined. Im-

portantly, the above constraint, 1 < y < 2, ensures that the description of phase

velocity in equation (2.3.5) remains finite for all positive frequencies. Only with

these frequency dependent descriptions of attenuation and dispersion can any re-

gression be applied to these data that is constrained via the above requirements for

viscoelasticity and for causality.

Appropriate multiparameter regression to these acoustic properties should simul-

taneously use all data that contain dependent parameters; a parameter fit will be

inaccurate if, for example, regression is conducted on a subset of data, where all

but one parameters are fixed, and then the obtained 1D fit is extrapolated in the

other dimensions. This is so because the regression only remains accurate for the
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Figure 2.1: Cartoon of an artificial neural network, including input, hidden, and output nodes
and their interconnects and layers.

initial parameter set and not the extrapolated values. Alternatively, multivariate

linear or nonlinear regression techniques are capable of fitting multiple dimensions

of the dataset simultaneous, but these are also considered unsuitable for two rea-

sons. First, they do not accurately represent power law functional forms as found

in equations (2.3.3) and (2.3.5). Second, they do not determine coupled regression

coefficients, such as y and α1.

A suitable regression technique [19], chosen here, is to implement a neural network

algorithm on the multiparameter acoustic properties dataset that has previously

been constrained via 1D power law fits in frequency to adhere to equations (2.3.3)

and (2.3.5); these conditions impose viscoelastic and causality constraints on the

input, and thus also the output, of the neural network algorithm. Example figures

from this dispersion multidimensional parameterisation are shown in appendix 2.8.6.

High accuracy and high confidence in interpolation and extrapolation can be achieved

through suitable selection of the quantity of hidden layers in the neural network re-

gression, shown in figure 2.1, where fits could otherwise range from linear in each pa-

rameter to overspecified fits such as those obtained from piecewise cubic splines. The

appropriate neural network parameterisation therefore exhibits minimal unphysical

high order fluctuations while still having a high closeness to the data, which is, for
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example, quantifiable via the coefficient of determination, R2 [30]. The two dimen-

sional analogue to such an appropriate multidimensional fit is a smooth surface with

low curvature on the scale of the parameter sample length.

2.4 Principles of method

The standard ASTM E664 is acknowledged as an associated technique. However,

the ASTM E664 time-domain method for obtaining ultrasonic attenuation does not

directly inform the spectroscopic (frequency-domain) requirements of this method.

The acoustic properties measurement principles and procedure are presented here for

longitudinal waves in HDPE; shear waves are found by Wu to propagate negligible

distances in HDPE [12] and therefore only cause mode conversion losses for the

propagating longitudinal waves upon reflection or scattering.

First, the chosen ultrasonic signal is defined. The wave described in equation (2.3.1)

is continuous and consequently does not represent a conventional ‘toneburst’ out-

put from a piezoelectric longitudinal ultrasonic transducer. When within their lin-

ear operating range and driven with a single, often half-period square or spiked,

voltage impulse, these longitudinal wave transducers oscillate sinusoidally with an

approximately Gaussian amplitude envelope. Simulation of this enveloped sinusoid

toneburst requires windowing of equation (2.3.1). A Gaussian envelope has infinite

duration and truncations to this are mathematically cumbersome.

Consequently, a commonly used window is a half-period sinusoid known as a Hann

function. The amplitude spectrum of this function has side lobes either side of the

central peak at pulse centre frequency, f0.

This is unsuitable when general frequency dependent dispersion in attenuative ma-

terials is assumed, as is necessary to describe viscoelastic media such as HDPE. This

is because, during wave propagation, the frequency content of the main lobe can be

attenuated more than the unphysical side lobes, resulting in dominance of these

erroneous frequencies in propagated pulses. This is avoided through selection of an

envelope that generates an amplitude spectrum closer to the single-peak Gaussian

approximation to the spectrum of the transducer.

One such suitable envelope is the Blackmann-Harris window [27]. This is the chosen

window for all time domain signals analysed here, owing to the relative smallness of

the side lobes immediately adjacent to the main lobe at f0. Using an input pulse
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Figure 2.2: Cartoon of immersion tank with pulse-echo single probe setup. Label ‘p’ is the probe,
‘s’ is the sample, F1 and B1 are the first front wall and back wall reflections, and xw and xs are
the propagation paths in the water and the sample. The crosses beside the sample represent a
G-clamp.

with accurate frequency content relaxes the filtering requirements in post-processing

of the simulated wave; if large side lobes are present the high- and low-pass filters

used necessarily have corner frequencies close to f0, resulting in greater filtering of

the frequency content of the main spectrum.

The immersion tank setup used to obtain waveforms that include reflections from the

front and back walls of a cuboid-shaped sample cut from HDPE pipe inspected with

a pulse-echo ultrasonic configuration at normal incidence to the sample surfaces is

depicted in figure 2.2. The ratio between front and back wall pulse amplitudes cou-

pled with the difference in time of flight between the front and back wall reflections

infer the attenuation and phase velocity in the test sample.

Below are equations used to obtain attenuation and phase velocity and their depen-

dences on frequency, propagation depth, temperature, and propagation direction

from these HDPE pipe sample waveforms. These equations can also readily be

applied to other highly attenuative media.

To yield a general description of damped bulk plane wave attenuation and phase

velocity, equations (2.3.1) and (2.3.2) can be combined using ln(ab) ≡ b ln(a) and

c ≡ |c| exp(iφc) to yield,

ln

∣∣∣∣ S(f)

S0(f)

∣∣∣∣+ i(φS(f)− φS0(f)) = i
2πfx

vp(f)
− α(f)x, (2.4.1)

where φS(f) and φS0(f) are phases of the spectra. By equating real and imaginary
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components of equation (2.4.1) it follows that for a 1-D propagating wave the general

forms of attenuation and phase velocity are,

αgen(f) = −1

x
ln

∣∣∣∣ S(f)

S0(f)

∣∣∣∣ (2.4.2)

and

vp,gen(f) =
2πfx

φS(f)− φS0(f)
. (2.4.3)

Equations (2.4.2) and (2.4.3) are adapted to describe attenuation and dispersion

of the sample in figure 2.2, as follows. First, for an ultrasonic probe, with a flat

circular transmission-reception surface that has finite radius, a, such as is used

here to characterise HDPE pipe acoustic properties, it is necessary to account for

diffraction of the transmitted and reflected waves. For such transducers, this can be

achieved using Lommel diffraction correction [32]

D(s) = 1− exp

(
−i
(

2π

s

)[
J0

(
2π

s

)
+ iJ1

(
2π

s

)])
, (2.4.4)

where

s =
xc

fa2
, (2.4.5)

given c is a general variable that represents the longitudinal phase velocity in either

one or other medium – here water or HDPE. A smaller path in each medium, x,

results in less beam spread. However, Lommel diffraction correction is valid only in

the far field of the wave, the distance of which is known to be,

dfar =
a2

λmin
. (2.4.6)

The spectra of the signals reflected off the front wall, F1(f) = S(xw, f), and back
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wall, B1(f) = S(xw + xs, f), replace S0(f) and S(f), where

F1(f) = S0(f) exp(ikw(f)xw)A11
1

DF1

(2.4.7)

and

B1(f) = S0(f) exp(ikw(f)xw) exp(iks(f)xs)A12A22A21
1

DB1

, (2.4.8)

given kw,s are dispersion in both media, A11 is the water-HDPE plane wave normal

incidence reflection coefficient, A22 = −A11 is that of HDPE-water, A12 is the water-

HDPE transmission coefficient, and A21 is that of HDPE-water. The transmittance

of a plane wave at normal incidence to the interface is,

A121 = A12A21 =
4ρsvp,estρwcw

(ρsvp,est + ρwcw)2
, (2.4.9)

where ρw,s are density in both media, and vp,est is an estimate of phase velocity in

HDPE. Estimating phase velocity has a small associated error given the following

approximation, A121 ∝ (vp,est)
−1 for ρsvp,est > ρwcw, varies with a low order power in

vp,est and therefore is not strongly dependent on it. For this reason, uncertainty can

be neglected in estimated phase velocity, and by the same reasoning, all other pa-

rameters in equation (2.4.9). It is assuming that plane wave conditions are valid for

the beam profile, given the geometry of the transducer diameter, 2a, the minimum

propagation, xw, and the wavelength. Normal incidence is a valid assumption be-

cause the solid angle subtended in wave reception by the transducer is small. Lommel

diffraction correction, equation (2.4.4), is introduced to equations (2.4.7) and (2.4.8)

given DF,B1
= D(sF,B1

) where sF1 = s(xwcw, f, a) and sF1 = s(xwcw + xsvp,est, f, a).

The resulting empirical descriptions of attenuation and phase velocity are,

αemp(f) = − 1

xs
ln

∣∣∣∣B1(f)

F1(f)

1

A121

DB1

DF1

∣∣∣∣ (2.4.10)
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and

vp,emp(f) =
xs

∆τ + ∆φ(f)
2πf

(2.4.11)

where ∆φ(f) = φ̂B1(f)−φF1(f), for which the ‘hat’ of φ̂B1(f) signifies phase inversion

for the reflected pulse that occurs for ρ1c1 > ρ2c2. Subscripts ‘1’ and ‘2’ represent

before and beyond the interface, which for B1 is HDPE-water. In contrast with

equation (2.4.3), the empirical description of phase velocity is expressed with the

extra term, ∆τ . This is introduced to alleviate the 2nπ ambiguity inherent in phase,

where n is an integer. This adaptation is achieved as follows:

1. circularly shift the front wall waveform by duration, τF1 , such that the peak

amplitude of its Hilbert envelope occurs at t = 0

2. repeat for the back wall to obtain τB1

3. calculate the difference between the shifts ∆τ = τB1 − τF1

4. determine φF1 and φ̂B1

5. refine ∆τ by finding the shift closest to ∆τ for which ∆φ(f) is continuous over

a bandwidth that bounds the majority of frequency content

6. introduce ∆τ to equation (2.4.11)

Consequently, ∆τ in equation (2.4.11) accounts for the net shift of this duration

applied in the above circular shifts. This is a time domain shift and is therefore

the same for all frequencies; it is alike to shifting by the difference in travel time of

pulses moving at the group velocity, ∆tg,emp = xs/vg,emp, but rather its duration is

optimised to be that which provides continuous phase over a specified bandwidth.

In this way, it can be considered to be the frequency independent offset to phase

velocity, from which the phase terms are perturbed, to yield phase velocity over the

specified bandwidth. Procedures such as the above also remove the additional need

to phase unwrap [13].
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2.5 Implementation of method

The procedure for accurately and reliably obtaining the acoustic properties of HDPE

(grade PE-100) pipe material where variations with frequency, anisotropy via direc-

tion relative to the pipe geometry, temperature, and heterogeneity via depth in

the radial (throughwall) direction are characterised is described here. These varia-

tions can then be described with full dependence on the above parameters through

regression analysis conducted on all parameters simultaneously.

Only with this accurate full description of acoustic properties can specific values for

these conditions be input into a function that generates the associated attenuation

and phase velocity outputs.

This procedure is optimised such that it is inherently readily applicable to other

highly attenuative media.

As depicted in figure 2.2, the signal generator that transmits half-cycle square im-

pulses is an Olympus 5077PR (Tokyo, Japan), the single probe used to transmit

and receive ultrasound is a GE Inspection Technologies ISS Gamma 10MHz (NY,

USA), the oscilloscope used to digitise the data is a Teledyne LeCroy waverunner

44Xi (Geneva, Switzerland), the tank heat exchanger is a Thermo Fisher Haake

DC10 (Hemel Hempstead, UK), and the thermocouple is a Pico Technologies TC-08

(Eaton Socon, UK). A probe with f0 = 10MHz is chosen because higher f0 probes

have higher absolute bandwidths for the same percentage bandwidth. This makes

regression analysis to fit equation (2.3.3) more accurate, because local random vari-

ations become relatively less significant where more data is available.

In equation (2.4.6), for a = 3.175mm and assuming a maximum frequency of

fmax = 15MHz with corresponding wavelength λmin = 0.16mm after propagation

through water, dfar = 60mm – this is the chosen water path, xw, for all measure-

ments. Via probe tilt screws the angle of alignment of the probe is varied in both

axes of rotation such that the signal amplitude is maximised, while linearity of the

signal is maintained through input voltage reduction in the presence of signal satura-

tion. Multiple coherent time averages of independently obtained waveforms within

a measurement increase the signal-to-noise ratio (SNR) of the averaged waveform

relative to any one waveform used in obtaining said average. Applying central limit

theorem to these independent random variables, the increase in SNR is known to

be proportional to the square root of the number of time averages. Consequently,
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there is a diminished improvement for larger numbers of time averages. Further,

environmental conditions within the immersion tank that affect acoustic properties

measurements can change significantly over longer durations. Consequently, it is

found that reducing the random noise with 1000 time averages of each waveform is

optimal for this compromise. The digital sampling in both voltage and time have

maximised bit depths because the recorded waveforms extend close to full screen

height and width. Other due diligence includes letting the water in the tank settle

to minimise air bubble content and letting the water temperature reach equilibrium

with the samples submerged. Temperature gradients remained within the tank, but

accurate temperature control is ensured by moving the heat exchanger far from the

sample such that local gradients are smaller, and by ensuring the thermocouple is in

contact with the sample. The samples are submerged using a G-clamp with minimal

contact pressure and angled such that minimal tilt screw adjustment from vertical

is required.

Three HDPE pipe samples are cut with thicknesses, h, detailed in appendix 2.8.3,

that each extend in a direction orthogonal to the thicknesses of the other two samples

– the resulting samples have orientations labelled, O = I, II, III, in the circumfer-

ential, axial, and radial directions, shown in figure 2.3. The samples are cut distant

from the fusion joint, and its heat affected zone (HAZ), in the bulk pipe material.

This is done such that the bulk wave propagation characteristics distant from the

HAZ are isolated from those of wave propagation in the HAZ. The wave propagation

path external to the HAZ constitutes a large majority of the total wave propagation

path. Consequently, any difference in acoustic properties internal and external to

the HAZ, and their corresponding variations with frequency, anisotropy, tempera-

ture, and heterogeneity, only result in wave path and arrival time perturbations for

a small proportion of the total propagation path. Therefore, the effect of the HAZ

on wave propagation is here neglected for the application of ultrasonic inspection of

HDPE pipe joints.

This size of h is a compromise between a small fractional error, inherent in thicker

samples where machining tolerances are fixed, and the ideal value for attenuation

over a propagation path, xs = 2h, of αxs = 1 [33]. The precursory study con-

ducted by this author informed that α(5MHz) ≈ 140m−1 at room temperature,

suggesting hideal ≈ 3.6mm but, with this, the machining tolerance of approximately

0.1mm would cause too large a reduction in accuracy, because it would contribute
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Figure 2.3: Sketch of HDPE pipe samples I, II, and III oriented with their thicknesses in the
circumferential, axial, and radial directions. Samples are cut distant from the fusion joint, and its
heat affected zone (HAZ), in the bulk pipe material.

approximately 0.03 fractional uncertainty, in quadrature, to acoustic properties un-

certainties. Therefore, h ≈ 10mm is the favoured compromise, with an approximate

fractional uncertainty contribution of 0.01. Each sample has 5 independent sam-

pling rows, i = 1, 2, ..., 5, and 5 columns, j = 1, 2, ..., 5, resulting in 25 independent

measurement locations with pitches (spacings) of 10mm. The region of unique mea-

surement consequently has a 10mm diameter. This is greater than the front wall

transmission spot size of B1, where the majority of the ultrasonic flux passes, which

is marginally larger than 2a = 6.35mm after beam spread. The 75 measurements

are repeated 3 times at temperatures close to T = 8, 21, 42◦C, representing a range

that includes the majority of ambient temperatures at which NDE of HDPE pipe

joints is conducted. The samples are finished with approximately 10 micron sur-

face roughness to minimise scattering at higher frequencies, which have associated

wavelengths close to the roughness amplitudes.

Acoustic properties data for all frequencies, temperatures, measurement locations,

and sample orientations is collectively defined [k]f,T,ij,O. To determine the radial het-

erogeneity of the acoustic properties at these temperatures, the mean and standard

deviation of each row of each set of 25 measurements must be determined, yielding

[k]f,T,j,O. From these, the radial heterogeneity sets are defined [k]f,T,j,I and [k]f,T,j,II,

and the axial heterogeneity set is [k]f,T,j,III. Axial heterogeneity should not exist
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for an extrusion cooled HDPE pipe, therefore this set is a control for comparison

with those of radial heterogeneity. For the sets [k]f,T,j,I and [k]f,T,j,II, i increases

from pipe outer diameter, OD, to inner diameter, ID. To determine anisotropy, the

mean and standard deviation of all 25 measurements for each sample and temper-

ature are obtained, yielding [k]f,T,O. Analysis of the standard deviation of acoustic

properties when the mean of all geometric properties is taken requires [k]f,T .

2.6 Results and analysis

Attenuation and phase velocity variations with frequency, depth, temperature, and

direction are quantified here. Associated uncertainties are provided that give high

statistical significance to these acoustic properties descriptions. A neural network

algorithm is used to apply a multidimensional fit to these acoustic properties that

adhere to viscoelastic and causality constraints. These dispersion characteristics are

therefore fully parameterised. In doing so, for the user’s chosen HDPE pipe joint

inspection application, attenuation and phase velocity are described for the ranges

found in current ultrasonic inspection and that cover the vast majority of potential

HDPE pipe sizes that may be used in the nuclear industry and elsewhere.

All empirical frequency dependences are obtained using equations (2.4.10) and (2.4.11).

All frequency regressions are constrained by equations (2.3.3) and (2.3.5). The fre-

quency regressions are calculated only from the bandwidth over which significant

spectral content exists – this is taken to be the mean for all spectra of the range

spanning two half-width-half-maxima above and below the modal frequency of the

reflection from the back wall,

f0,B1 ± 2HWHMB1 = 7.0± 3.0MHz. (2.6.1)

All mean regressions have associated standard deviations but for clarity the standard

deviations are omitted from figures with many nearby curves. All regressions are

obtained via a least squares algorithm.

The frequency dependence of attenuation and phase velocity for all temperatures

where the mean has been taken of all sample orientations and measurement locations

– dataset [k]f,T – are shown in figures 2.4 and 2.5. For each temperature, empirical
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Figure 2.4: Power-law regression means and standard deviations fitted to empirical attenuation
vs. frequency curves that are the mean of all sample orientations and measurement locations, for
three individual temperatures. Regression interval, 4 ≤ f/MHz ≤ 10. For the three sets of curves
each containing solid, dashed, and dot-dashed curves, the top set corresponds to T = 42.5◦C, the
middle to T = 21.0◦C, and the bottom to T = 8.1◦C.

Figure 2.5: Power-law regression means and standard deviations fitted to empirical phase velocity
vs. frequency curves that are the mean of all sample orientations and measurement locations, for
three individual temperatures. Regression interval, 4 ≤ f/MHz ≤ 10. For the three sets of curves
each containing solid, dashed, and dot-dashed curves, the top set corresponds to T = 8.1◦C, the
middle to T = 21.0◦C, and the bottom to T = 42.5◦C.

82



attenuation, αemp, and phase velocity, vp,emp, vary smoothly with frequency over

the regression interval for which significant frequency content exists. Least squares

regressions of attenuation with free parameters α1 and y of equation (2.3.3) are

obtained with associated regression standard deviations. The same are found for

phase velocity with the single free parameter, vp1. The goodness of fit is quantified

via the coefficient of determination, R2, in table 2.1. For attenuation |1−R2| � 1,

T = 8.1◦C T = 21.0◦C T = 42.5◦C
R2(αemp(f), α(f)) 0.996 0.996 0.997
R2(vp,emp(f), vp(f)) 0.686 0.512 -7.93

Table 2.1: Coefficients of determination, R2, for the means of attenuation, α(f), and phase
velocity, vp(f), that include all sample orientations and measurement locations, for three individual
temperatures.

suggesting very good agreement between that predicted in equation (2.3.3) and that

obtained empirically via the method in section 2.5. The R2 is not close to unity

for phase velocity, and a slight negative gradient of velocity with frequency in the

data for T = 42.5◦C yields a negative R2 value. This is probably in part caused by

constraint of the function form of velocity with frequency to a single free variable

imposed by the causality constraint of the Kramers-Kronig relation expressed in

equation (2.3.4), compared with attenuation that has two free variables. These R2

values can be brought into context through analysis of the fractional uncertainties

in standard deviations of these regressions to highlight their relative uncertainty

ranges and consistency of measurement. These are obtained for attenuation for all

depths, temperatures, and directions via,

εα(f) =
σα(f)

α(f)
, (2.6.2)

and for phase velocity via,

εvp(f) =
σvp(f)

vp(f)
, (2.6.3)

and shown in figure 2.6. The fractional uncertainties are low and approximately

constant other than the inherent behaviour εα → ∞ as f → 0 because α(f =

0) = 0. Importantly, the inferior R2 values of vp(f) are of low significance because
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Figure 2.6: Attenuation (top) and phase velocity (bottom) frequency dependence fractional un-
certainties, ε, in standard deviations that are the mean of all sample orientations and measurement
locations, for three individual temperatures.

discrepancies between vp and vp,emp over the regression interval in figure 2.5 are much

smaller than the now quantified, small standard deviation fractional uncertainties.

Uncertainties in measurement of acoustic properties parameters shall now be de-

termined, such that overall uncertainties can be obtained for empirical attenuation

and phase velocity. Sample thickness is measured at 24 inspection locations, ex-

cluding the centre that is unreachable with a micrometer screw gauge. The cen-

tral thickness is taken to be the mean of the adjacent 8. The micrometer has

a measurement uncertainty of δh = 0.01mm. The thicknesses of samples I, II,

and III are xs,I ± σxs,I = 10.15 ± 0.02mm, xs,II ± σxs,II = 10.64 ± 0.03mm, and

xs,III ± σxs,III = 10.66 ± 0.02mm. These adhere to the favoured, h ≈ 10mm, speci-

fied in section 2.5. Any variation in thickness for different i and j is not important

because acoustic properties measurements are independent at each location. A frac-

tional uncertainty can be obtained for all 75 locations, the mean of which constitutes

a single estimate of this,

εh =

(
δh
h

)
= 9.54× 10−4. (2.6.4)

Because xs = 2h, the same fractional uncertainty applies to the propagation path
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in the sample,

εxs = εh = 9.54× 10−4. (2.6.5)

The linear thermal expansion coefficient of HDPE is of the order κ ∼ 10−4K−1

therefore the sample, or HDPE pipe, would only expand approximately 0.1% if its

temperature increased by 10◦C. Consequently, thermal expansion is a source of neg-

ligible measurement uncertainty. Uncertainties in the velocities and densities that

describe transmittance in equation (2.4.9) are shown to be negligible in the discus-

sion associated with that equation, therefore the overall uncertainty in transmittance

can be neglected.

Temperatures at three times during each set of 25 measurements are shown in table

2.2. A single fractional uncertainty is obtained by taking the mean of the 9 indi-

first time second time third time mean standard deviation
I 8.3 7.8 8.0 8.0 0.3
II 8.4 8.5 8.0 8.3 0.3
III 8.3 7.9 7.8 8.0 0.3
I 20.6 20.8 20.9 20.8 0.2
II 21.0 21.3 21.1 21.1 0.2
III 21.1 21.2 21.1 21.1 0.1
I 42.1 42.5 42.3 42.3 0.2
II 42.5 42.6 42.7 42.6 0.1
III 42.5 42.4 42.5 42.5 0.1

Table 2.2: Temperatures recorded at three times during 25 measurements for all samples, the
mean of each set of three, and their standard deviations.

vidual fractional uncertainties for the three temperature ranges and three samples,

where lower temperatures have above mean fractional uncertainties and vice versa

for higher temperatures. The temperature fractional uncertainty is

εT =
(σT
T

)
= 1.60× 10−2, (2.6.6)

where σT are the standard deviations of each set of three temperature measure-

ments. While three measurements are few, the favoured and implemented standard

deviation formulation is unbiased and therefore remains relatively accurate for few
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samples. Using quadrature, the total measurement fractional uncertainty is

εm =
(
ε2xs + ε2T

) 1
2 = 1.61× 10−2, (2.6.7)

where εT is the dominant term. The upper limit on the mean total attenuation

and phase velocity fractional uncertainties for all pipe temperatures, directions, and

radial depths taken at inspection frequency f = 2.25MHz that incorporates both

variation in repeat measurements and uncertainty in individual measurements are

εα(f=2.25MHz) →
(
ε2α(f=2.25MHz) + ε2m

) 1
2 = 5.81× 10−2; (2.6.8)

and

εvp(f=2.25MHz) →
(
ε2vp(f=2.25MHz) + ε2m

) 1
2

= 1.88× 10−2. (2.6.9)

These frequency regression fractional uncertainties should be considered an upper

limit on acoustic properties uncertainty. This is because the variation in acoustic

properties datasets resulting from different propagation depths and directions are

here being treated as incoherent noise rather than as physically meaningful variations

and are therefore contributing to a larger standard deviation about the mean of these

variations rather than being kept as separate datasets.

In progression, what follows is a full parameterisation of dispersion, that incor-

porates dependence on frequency, depth, temperature, and direction. It uses all

acoustic properties data obtained and can provide accurate estimates of attenuation

and phase velocity for the ranges of these parameters that are relevant to HDPE

pipe inspection. This dispersion parameterisation improves upon the upper limit of

acoustic properties uncertainty provided in equation (2.6.8).

To fully describe the simultaneous variation of attenuation and phase velocity with

all their parameters, and theoretical constraints in these parameters, requires ap-

plication of a multivariate regression technique with constrained inputs. As such,

a neural network regression algorithm is used to obtain six descriptions of acoustic

properties, which are of attenuation and phase velocity in three directions, αNNI,II,III
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and vNNp,I,II,III, from three parameters, which are frequency, f , depth, l, and temper-

ature, T .

The neural network algorithm is validated with a fair statistical test by reserving a

certain proportion of dataset samples for validation, while the majority is used to

train the algorithm [34]. The acoustic properties to which the algorithm is applied

are not the raw datasets but the Kramers-Kronig and viscoelastic constrained re-

gressions with frequency, α(f) and vp(f), described in equations (2.3.3) and (2.3.5),

for which regressions exist for all combinations of depth, temperature, and direction.

This constraint must be applied on the neural network inputs because the neural

network parameters are themselves only constrained by the number of ‘hidden lay-

ers’ it uses. These are equivalent to the number of times the algorithm generates

an output from one parameter then uses this output for the input to describe the

variation with the next parameter.

Consequently, the algorithm is here optimised by using an equal number of hidden

layers to the number of parameters, which is three, excluding direction, for which

three separate outputs are generated for attenuation and three for phase velocity. For

each acoustic property, the three directions may be blended in a spherical coordinate

system where, for HDPE joint inspection, the azimuthal angle is the angle of tilt

of the array away axial alignment, which should ideally be 0◦ for current pipe joint

inspections, and the polar angle is the angle of wave propagation within HDPE

that is refracted towards the axial direction via Snell’s law applied to the water

wedge angle. Neural network algorithms may have stochastic outputs, which can

be exploited by repeating the algorithm on the dataset until an optimal solution is

obtained. The outputs are optimised by this approach for the following constraints:

1. the fractional discrepancies from the unconstrained datasets αemp and vp,emp

are minimised where peak frequency content occurs, f = 7MHz, as specified

in equation (2.6.1)

2. the fractional discrepancies from α(f) and vp(f) are accepted or rejected based

on a threshold value for discrepancy at the specified inspection frequency,

f = 2.25MHz

The combination of the two criteria ensures strong, direct adherence to the raw

data acoustic properties at the frequency where this data is most reliable and also

87



adherence to the constrained acoustic properties at a frequency relevant to ultrasonic

NDE of HDPE pipe joints.

These fractional differences are now quantified and shown in figures 2.9 to 2.20. At

an inspection frequency, the mean over all parameters of the fractional difference

between the neural network regression of attenuation and the associated Kramers-

Kronig and viscoelastic constrained frequency power-law fit is εαreg(f=2.25MHz) =

1.13×10−2. The equivalent fractional difference for phase velocity is εvp,reg(f=2.25MHz) =

1.46×10−3. At the raw dataset modal spectral amplitude, the mean fractional differ-

ence of the attenuation parameterisation from the raw dataset is εαemp(f=7MHz) =

3.26 × 10−2 and similarly for phase velocity, εvp,emp(f=7MHz) = 2.03 × 10−3. The

fractional differences from the frequency regressions and those from the raw datasets

are independent measures of uncertainty in the same neural network parameterisa-

tions. Consequently, the maxima of the two associated fractional differences are

conservative estimators of uncertainty in these parameterisations. These are, for

both attenuation and phase velocity, the differences from the raw datasets, which

are εα = 3.26 × 10−2 and εvp = 2.03 × 10−3. The result is single estimates of un-

certainty in acoustic properties descriptions for HDPE pipe joints that incorporate

all parameters and are, at their core, quadrature combinations of uncertainties from

standard deviations in regressions to parameterised datasets and from the associated

physical measurement uncertainties used to obtain these datasets, given in equation

(2.6.7). For attenuation and phase velocity these are

εα →
(
ε2α + ε2m

) 1
2 = 3.64× 10−2; (2.6.10)

and

εvp →
(
ε2vp + ε2m

) 1
2

= 1.62× 10−2. (2.6.11)

The attenuation and phase velocity of HDPE pipe material has been determined to

within an uncertainty of better than 4% and 2% respectively for a large range of

inspection frequencies, depths, and temperatures, for the three orthogonal directions

within the pipe.
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Example values generated, using the above acoustic properties parameterisation, for

attenuation and phase velocity for the case of nondestructive evaluation of a HDPE

pipe joint using a directive ultrasonic source, for example an array or an angled

single probe are provided in appendix 2.8.1. The acoustic properties, obtained there

for a specific source location where peak wave amplitude occurs, are concluded to be

applicable to a large range of inspection scenarios. Within the associated uncertainty

bounds, this, for example, includes any inspection from parallel to normal in the

axial-radial plane.

Between typical ultrasonic inspections of HDPE pipes the temperature, for example,

can vary by many degrees. Also, if inspections are conducted in service, there may

be temperature gradients between the external and internal surfaces of the pipe.

Some exemplar benefits of the novel acoustic properties descriptions to image of

HDPE pipe joints are provided here.

From appendix 2.8.1, for a signal that has propagated a total of 200mm through

the pipe, the amplitude ratio between 10 and 20◦C pipe temperatures for the 1MHz

components of the waves is of the order of 1.6 and for the 5MHz components of

the waves is 9.6. The difference in time of arrival between signals recorded at 10

and 20◦C for the 1MHz and 5MHz components are 2.8% and 2.6% respectively.

As well as the associated reduction in sizing and location errors yielded by the

provided temperature dependence of attenuation and phase velocity, the frequency

dependence of the phase velocity prevents dispersive effects within the image that

otherwise cause defects signatures to become highly nonlocal. Consequently, these

acoustic properties provide the means to image accurately and reliably.

2.7 Discussion and conclusions

Provided above is the method for obtaining accurate and reliable acoustic proper-

ties of viscoelastics and other similar media. The approach is here applied to HDPE

pipes but it is readily applicable to other such materials. This HDPE pipe disper-

sion data is novel because it accurately describes dependence on wave frequency,

propagation depth within the pipe (radial heterogeneity), temperature of the pipe,

and propagation direction within the pipe (anisotropy). Uncertainty in such real

data is unavoidable and is ideally reduced to an extent that these variables can be

described with statistical significance using such a dataset as this. The set contains
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5 spatially independent waveforms for every potential parameter combination and

in total contains records of 225 fully independent spatial measurement locations,

where each recorded waveform is temporally averaged 1000 times to reduce noise.

Detailed in the procedures for obtaining the experimental data and the analysis and

data processing are multiple refinements and optimisations that also increase accu-

racy and reliability. Consequently, uncertainties in acoustic properties dependence

on the above variables are better than 4% and 2% respectively for attenuation and

phase velocity. The variation of dispersion with these properties is, in some cases,

as little as a few percent over the range of values expected for HDPE pipe joint in-

spection, and therefore these low data uncertainties are necessary and sufficient for

these novel acoustic properties descriptions and the provided full parameterisation

of them.

These functional descriptions of HDPE pipe attenuation and phase velocity are a

specific implementation of a more generally applicable formulation derived here for

ultrasonic viscoelastic bulk wave propagation that adheres to the causality constraint

imposed by the Kramers-Kronig relation.

In ultrasonic NDE of HDPE pipe joints, as with much other ultrasonic NDE, it

is critical for accurate and reliable inspection that the acoustic properties are well

characterised in this way. For example, potential daytime temperature variations

are shown here to result in amplitude discrepancies of up to a factor of 10. Also,

daytime temperature variation can result in a few percent difference in wave arrival

time. Only with these accurate acoustic properties can the propagation and inter-

action of waves in the target medium be understood, such that potential defects can

be located, sized, or characterised without major errors that could otherwise lead to

incorrect decisions concerning replacement or repair of defective components. Sim-

ulation of waves in complex media such as HDPE informs the development of an

inspection system, and for the system itself to be accurate and reliable, the well

characterised acoustic properties must be accurately represented.
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2.8 Appendices

Figures from appendices are found in section 2.8.6.

2.8.1 Acoustic properties look-up tables

Provided in tables 2.3 and 2.4 are values generated, using the above acoustic proper-

ties parameterisation, for attenuation and phase velocity for the example of nonde-

structive evaluation of a HDPE pipe joint using an ultrasonic source, for example an

array. The peak wave amplitude is directed towards the centre of the joint through-

wall height, h = 60mm, and on the pipe surface the peak wave amplitude is offset

from the fusion surface in the axial direction by an amplitude peak datum offset,

APDO = 57.5mm. This is approximated as the sum of the distance from the datum

to the front of the array wedge, the standoff, and half the wedge length. The cho-

sen values of h and APDO are used to specify an inspection angle with the HDPE

pipe, which itself determines the relative contributions of the three anisotropic di-

rections of dispersion, where here the circumferential contribution is set to zero to

agree with the majority of such HDPE joint inspections. The two parameters, h

and APDO, together define the angle of wave propagation in HDPE after forward

beam diffraction at the water-HDPE interface.

These provided values are applicable, within uncertainty bounds, to all angles from

parallel to normal in the axial-radial plane. This is because, varying either h or
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APDO by large fractions of the specified values used in tables 2.3 and 2.4 results

in a relatively small change in propagation angle. For example, for throughwalls

h = (20, 100)mm and APDO = 57.5mm the corresponding HDPE propagation

angles are θ = (80, 50)◦. This 30◦ difference in axial-radial relative contribution is

a small fraction of the total anisotropy – exhibited with a 90◦ difference – which

itself is a few percent. Therefore, the corresponding variation in acoustic properties

at half throughwall height for different pipe thickness is for the majority of cases

less than 1% for attenuation and less than a fraction of a percent for phase velocity,

and so, for both acoustic properties, this is not statistically significant compared

with the associated dispersion fractional uncertainties. As a result, the dispersion

values presented in tables 2.3 and 2.4 are, within the provided fractional uncertainty

ranges, applicable to the majority of radial depth, h, and amplitude peak datum

offset, APDO, values.

2.8.2 Dispersion multidimensional parameterisation

As described above, a neural network algorithm on the multiparameter acoustic

properties dataset that has previously been constrained via 1D power law fits in

frequency to adhere to equations (2.3.3) and (2.3.5); these conditions impose vis-

coelastic and causality constraints on the input, and thus also the output, of the

neural network algorithm. Example figures from this dispersion multidimensional

parameterisation are shown here. The orientations of wave propagation through

the pipe, I, II, and III, are blended with equal weighting to yield these exam-

ples. In figures 2.7 and 2.8, the stars represent a full acoustic properties dataset

for each frequency surface, while more than the five depicted frequency increments,

f0 = 1, 2, ..., 5MHz, exist in the data used for the neural network regression. The re-

gression hypersurface – multidimensional parameter space – has contour slices that

are depicted for the same frequencies as the data points. These contours pass near

the data points, demonstrating closeness of fit. The quantified greyscale duplicates

the z-axis information.

In figure 2.7, the attenuation is again seen to vary with frequency for the family of

five curves, where the lower frequencies result, as in the main text, in lower attenua-

tions. Attenuation is also again seen to increase with temperature. The variation of

attenuation is observable as not differing more than the 3.64% uncertainty of equa-
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tion (2.6.10) and therefore the ultrasonic bulk wave longitudinal attenuation is not

considered measurably anisotropic in HDPE pipe material. Using the same reason-

ing, ultrasonic bulk wave longitudinal attenuation is also not considered measurably

heterogeneous in HDPE pipe material.

In figure 2.8, the phase velocity is again seen to vary slightly with frequency for the

family of five curves, where the lower frequencies result, as in the main text, in lower

phase velocities. Phase velocity is also again seen to decrease with temperature.

The variation of phase velocity is observable as not differing more than the 1.62%

uncertainty of equation (2.6.11) and therefore the ultrasonic bulk wave longitudinal

phase velocity is not considered measurably anisotropic in HDPE pipe material.

Using the same reasoning, ultrasonic bulk wave longitudinal phase velocity is also

not considered measurably heterogeneous in HDPE pipe material.

The attenuation and phase velocity data and regression uncertainties used to obtain

equations (2.6.10) to (2.6.11) are shown in figures 2.9 to 2.20. The datasets for

temperatures close to T = 8, 21, 42◦C respectively are blue (dark in greyscale print),

red (medium in greyscale print), and green (light in greyscale print). The data

acquisition radial depths, l = −20,−10, 0, 10, 20mm have respective datasets, circles,

pluses, crosses, squares, and diamonds.

2.8.3 HDPE pipe sample thicknesses

The thicknesses of samples I, II, and III are shown in figures 2.21, 2.22, and 2.23.

These adhere to the favoured, h ≈ 10mm, specified in section 2.5. Any variation in

thickness for different i and j is not important because acoustic properties measure-

ments are independent at each location.

2.8.4 Polymers theory

Notes from a third year undergraduate Mechanical Engineering course on polymers

by Dr Ambrose Taylor of Imperial College London [35] were studied and relevant

information was extracted. Some of the key points include that:

1. Extruded semicrystalline thermoplastics such as HDPE should exhibit some

anisotropy in sound velocity and attenuation.

2. Thermoplastics (particularly semicrystalline) have high volumetric shrinkage
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when cooling. This leads to residual stresses being locked in. This is exacer-

bated by variable spatial cooling rates. Stresses occur when contraction occurs

in different directions. Slow cooling reduces the lock in effect.

3. High pressure during the welding process may add residual stress.

4. In extrusion the first layer to cool is left in compression while the last is in

tension.

5. In extrusion crystallisation is incomplete on the outer (rapidly) water-cooled

surface.

6. HDPE is well described by a standard linear solid spring-dashpot model using

a combination of parallel and series alignment.

7. Brittle failure is promoted by stress concentrations including sharp corners,

holes, slots, welds, and inserts.

8. Pressurised components like pipes are susceptible to slow crack growth, espe-

cially where toughness is lower. For example, perpendicular to polymer chains

or across weld lines.

2.8.5 High-density polyethylene (HDPE) polymer structure

using optical transmission microscopy (OTM)

The HDPE pipe joint defect known as cold fusion is very challenging to detect us-

ing conventional NDE techniques, including with an ultrasonic array. Discussed in

chapter 1, cold fusion is said to arise from the incomplete crossing of polymers in

the region local to the fusion line where the two pipe ends meet. This could be po-

tentially detected directly or otherwise inferred by the size of the weld heat affected

zone (HAZ), where a smaller HAZ could suggest less heat energy and therefore a

higher change of cold fusion. Both the incomplete polymer crossing and HAZ char-

acteristics could potential be detected via direct inspection of the polymer structure

using optical transmission microscopy (OTM) performed on slices of HDPE tens of

nanometres thick. This destructive analysis can validate assumptions made about

defects made on the nanometre scale.
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Pursuing this aim, a microtome has been used to cut slices of HDPE from parent

and weld material ranging from 25 to 100nm thick with the in-plane lengths being

of the order of a few millimetres. These slices were transferred to glass slides and

inspected using an OTM setup at 100× zoom with two polarising filters crossed at

an angle of 65◦, an angle chosen based on maximum image contrast. The polarising

filters are used to express the birefringent nature of the polymer lamellae (ordered

crystalline structure) because the crystalline structure refracts light by different

degrees at different polarisations (oscillatory orientations). The result is brightly

illuminated lamellae under crossed polarising filters where none were otherwise de-

tectable, as shown in figures 2.25 and 2.26 where the former is the weld material

with an angle between the polarisers of 0◦ and the latter is of the same slice at 65◦.

Figure 2.25 shows no discernible ordered polymer structure. Present instead is a

relatively uniform distribution of light and dark patches where more and less light

has transmitted across the entire in focus region which spans tens of microns.

In figure 2.26 the ordered polymer structure is evident in the form of lamellae.

These bunches of polymer chains snake at right angles with major and minor lengths

between right angles of approximately 3000 and 800nm. These span the 50µm height

of the sample. Under crossed polarisers the parent material shows the same lamellae

structure as the weld material, as seen in figure 2.27. Neither region was found to

exhibit amorphous polymer structure that is expected to connect the highly ordered

crystalline regions. Further investigation is required to determine whether there

exists an appreciable difference in polymer structure at this scale. Future analysis

of the polymer structure of cold welds and other defects could provide discernible

differences.

2.8.6 Appendices figures

Found here are all the tables and figures of the appendices of chapter 2.
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T/◦C f/MHz 1 2 3 4 5
5 14.55 36.15 60.95 89.01 120.23
10 17.56 40.12 65.94 95.02 127.19
15 19.30 42.88 69.78 99.93 133.10
20 19.89 44.64 72.78 104.17 138.48
25 19.84 46.02 75.66 108.52 144.19
30 20.02 47.96 79.39 113.96 151.15

Table 2.3: HDPE pipe joint attenuation, α/m−1, with fractional uncertainty, εα = 3.64 × 10−2,
for a wave with its peak amplitude directed at half throughwall depth, l = 0, where h/2 = 30mm,
with pipe surface peak amplitude datum offset, APDO = 57.5mm.

T/◦C f/MHz 1 2 3 4 5
5 2514 2523 2526 2528 2529
10 2488 2498 2502 2504 2506
15 2457 2468 2473 2475 2477
20 2420 2432 2438 2441 2442
25 2380 2393 2399 2402 2404
30 2340 2354 2360 2363 2365

Table 2.4: HDPE pipe joint phase velocity, vp/ms−1, with fractional uncertainty, εvp = 1.62 ×
10−2, for a wave with its peak amplitude directed at half throughwall depth, l = 0, where h/2 =
30mm, with pipe surface peak amplitude datum offset, APDO = 57.5mm.
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Figure 2.7: The multidimensional parameterisation of HDPE pipe material attenuation, α, vary-
ing with temperature, T , radial location through the pipe, l, and blended over wave propagation
orientations through the pipe, I, II, and III. Some experimental data points are represented with
stars. The corresponding parameterisations are the greyscale curves with duplicate information on
the z-axis. From lowest to highest attenuation, the family of curves are at f0 = 1, 2, ..., 5MHz.
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Figure 2.8: The multidimensional parameterisation of HDPE pipe material phase velocity, vp,
that is otherwise the same as for attenuation in figure 2.7.
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Figure 2.9: The attenuation data uncertainties, εαemp
, for wave propagation orientation I that

is used to obtain equation (2.6.10). The datasets for temperatures close to T = 8, 21, 42◦C re-
spectively are blue (dark in greyscale print), red (medium in greyscale print), and green (light in
greyscale print). The data acquisition radial depths, l = −20,−10, 0, 10, 20mm have respective
datasets, circles, pluses, crosses, squares, and diamonds.
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Figure 2.10: The attenuation data uncertainties, εαemp
, for wave propagation orientation II that

is used to obtain equation (2.6.10). This figure is otherwise the same as figure 2.9.
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Figure 2.11: The attenuation data uncertainties, εαemp , for wave propagation orientation III
that is used to obtain equation (2.6.10). This figure is otherwise the same as figures 2.9 and 2.10.
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Figure 2.12: The attenuation regression uncertainties, εα, for wave propagation orientation I
that is used to obtain equation (2.6.10). This figure is otherwise the same as figures 2.9 to 2.11.
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Figure 2.13: The attenuation regression uncertainties, εα, for wave propagation orientation II
that is used to obtain equation (2.6.10). This figure is otherwise the same as for figures 2.9 to 2.12.
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Figure 2.14: The attenuation regression uncertainties, εα, for wave propagation orientation III
that is used to obtain equation (2.6.10). This figure is otherwise the same as figures 2.9 to 2.13.
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Figure 2.15: The phase velocity data uncertainties, εvp,emp , for wave propagation orientation I
that is used to obtain equation (2.6.11). This figure is otherwise the same as figures 2.9 to 2.14.
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Figure 2.16: The phase velocity data uncertainties, εvp,emp , for wave propagation orientation II
that is used to obtain equation (2.6.11). This figure is otherwise the same as figures 2.9 to 2.15.
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Figure 2.17: The phase velocity data uncertainties, εvp,emp
, for wave propagation orientation III

that is used to obtain equation (2.6.11). This figure is otherwise the same as figures 2.9 to 2.16.
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Figure 2.18: The phase velocity regression uncertainties, εvp , for wave propagation orientation I
that is used to obtain equation (2.6.11). This figure is otherwise the same as figures 2.9 to 2.17.

111



Figure 2.19: The phase velocity regression uncertainties, εvp , for wave propagation orientation
II that is used to obtain equation (2.6.11). This figure is otherwise the same as figures 2.9 to 2.18.

112



Figure 2.20: The phase velocity regression uncertainties, εvp , for wave propagation orientation
III that is used to obtain equation (2.6.11). This figure is otherwise the same as figures 2.9 to
2.19.
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Figure 2.21: Thickness profile of sample I obtained at T = 21◦C using a micrometer screw gauge.
The central thickness is the mean of the adjacent 8. Each ij measurement region has a height and
width of 10mm.
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Figure 2.22: Thickness profile of sample II obtained T = 21◦C using a micrometer screw gauge.
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Figure 2.23: Thickness profile of sample III obtained T = 21◦C using a micrometer screw gauge.
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Figure 2.24: Structure of a semicrystalline polymer such as HDPE [35].
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Chapter 3

A multiband approach for accurate

numerical simulation of frequency

dependent ultrasonic wave

propagation in the time domain

The formulation, implementation, and evaluation of some concepts covered in chap-

ter are published Open Access as: J.S. Egerton, M.J.S. Lowe, H.V. Halai, and P.

Huthwaite, Ultrasonic attenuation and phase velocity in high-density polyethylene

(HDPE) pipe material, J. Acoust. Soc. Am. 141(3), 1535-1545 (2017).

3.1 Abstract

Finite element (FE) simulations are popular for studying propagation and scattering

of ultrasonic waves in nondestructive evaluation. For a large number of degrees of

freedom, time domain FE simulations are much more efficient than the equivalent

frequency domain solution. However, unlike frequency domain simulations, time

domain simulations are often poor at representing the speed and the attenuation

of waves if the material is strongly damping or highly dispersive. Here, this au-

thor demonstrates efficient and accurate representation of propagated and scattered

waves, achieved by combining a set of time domain solutions that are obtained for

a set of frequency ranges known as bands, such that, in combination, the multiband

solution of the author accurately represents the whole wave spectrum. Consequently,
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high accuracy is achieved, at minor computational cost, using a modest number of

bands. The multiband technique is implemented for ultrasonic wave propagation in

highly attenuating polyethylene material, using 3 frequency bands, and can yield

a reduction in empirical acoustic properties fractional error compared with respec-

tive time domain simulations, in propagation duration, of a factor of 1.4, and in

full-width-half-maximum, of a factor of 10. Lastly, the accuracy of this approach is

further exemplified in a wave scattering simulation.

3.2 Introduction

Nondestructive evaluation (NDE) is widely used in industry to detect potential de-

fects in engineering components such that the likelihood of critical damage or failure

is minimised. The development of accurate and reliable NDE methods increasingly

uses numerical model simulations. The work presented here arose from a need

to perform simulations of ultrasound NDE of high-density polyethylene (HDPE)

pipes. The simulations were performed using finite element (FE), but this was not

straightforward because HDPE is a highly attenuating material. The methodology

presented here was the result of developments to enable accurate FE simulations for

this problem, but it is presented here as a general methodology as it has wide value

for applications with damping materials.

FE simulations can be performed in either time or frequency domains. It is usual

that time domain calculations are performed explicitly, such that current solutions

are obtained directly from previous solutions, and under certain preferred conditions

– central difference time marching, with diagonal mass representation [3] – this can

be done by spatially local calculations without ever needing to assemble or invert a

full system matrix. With no loss of accuracy or generality, the efficiency is further

improved through the use of parallel processing. A particularly effective approach is

to use graphics processors (GPUs), such as is done by the Pogo FEA [32] software.

High efficiency is of particular significance when modelling wave propagation in large

regions where a fine FE mesh is required, necessitating field solutions for a large

quantity of elements; multiple millions can be used in many current applications.

The principle FE alternative, frequency domain FE (FDFE) simulations, are solved

implicitly and for a large number of harmonic solutions. This is highly computa-

tionally expensive, particularly for large modelled geometries, requiring the assembly
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and inversion of system matrices [3]. Further to this, some large models cannot be

solved practically at all using FDFE because the system matrix is too large for the

computer memory, and inversion is not possible within a practical timescale, even

though the matrix is sparse.

The problem for the modeller arises because explicit TDFE solutions are often

poor at accurately representing the variation with frequency of acoustic proper-

ties – specifically the dispersion relation, which comprises attenuation and phase

velocity – and therefore for many such applications, neither TDFE or FDFE are

suitable.

Consequently, this author developed the multiband FE (MBFE) approach to simu-

lation, with which a full, accurate dispersion relation can be modelled by blending

the solutions from multiple separate TDFE solutions that are obtained at different

frequency bands. MBFE couples both the accuracy and efficiency of FE analysis

of waves with dispersion relations that can exhibit frequency dependence of gen-

eral form. The multiband approach is developed to recover the lost accuracy of

explicit TDFE without incurring the heavy computational penalty of FDFE, or the

limitations in model size of the latter.

The example application material, HDPE, is viscoelastic. The properties of materi-

als such as this can be described by extrapolation and inference – often from multiple

decades below ultrasonic frequencies – of frequency-dependent material property

parameters, such as storage and loss moduli [1, 2], provided that the modelling

constraints described above do not apply. This author also achieves an accurate de-

scription of ultrasonic wave propagation and scattering in the MBFE methodology

without need for extrapolation across many frequency decades and the consequent

inference of material properties, and without such modelling constraints as model

size, found in similar FDFE models, using acoustic properties – attenuation and

phase velocity.

In the preceding study conducted by this author, the ultrasonic viscoelastic acoustic

properties of HDPE pipe material [5], this author provides a unique, accurate and

reliable description of the viscoelastic properties of HDPE, covering the range of

frequencies and temperatures needed for practical ultrasound NDE of this material.

The properties are presented there in the desired manner as spectra of attenuation

and phase velocity. The variation in properties with frequency is the modelling

challenge which this author aims to address here; while this will take the specific
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example of HDPE properties, the approach is general and can be used for any

dispersive medium.

The multiband technique may be used with dispersion relations of general frequency

dependence, because it places no constraint on the frequency dependence of the

acoustic properties – attenuation and phase velocity – used to define the dispersion

relation. The multiband technique is here applied to the example of viscoelastic

HDPE, in which bulk longitudinal waves propagate. More generally, such application

of FE analysis – to the accurate description of viscoelastic or highly attenuating

wave propagation, and to other waves for which attenuation and phase velocity have

frequency dependence – is important to many areas of research, including NDE [6],

medical imaging [7], and seismology [8].

This chapter is set out as follows. First, in section 3.3, is the background theory re-

quired to formulate MBFE; next, in section 3.4, is the outline of the MBFE method;

in section 3.5 are the results and analysis of MBFE applied to wave propagation

and scattering examples in HDPE pipe material; and in section 3.6 conclusions are

drawn.

3.3 Material Model

The theory used to define the ultrasonic acoustic properties of viscoelastic HDPE

pipes is provided here to form the basis for exemplification of the MBFE model.

The spectrum of a 1-D harmonic plane wave can be expressed as

Sx(x, f) = Sx(0, f) exp(ikx(f)x), (3.3.1)

where x is location, f is frequency, and kx(f), or tersely k(f), is the dispersion

relation,

k(f) =
2πf

vp(f)
+ iα(f), (3.3.2)

where vp(f) is phase velocity and α(f) is attenuation. For this entire study, the

following units are used, [vp] = ms−1 and [α] = m−1; alternative, unused unit

123



conventions do exist, including [α] = Np ·m−1.

In the preceding study conducted by this author, HDPE pipe acoustic properties

study [5] this author presented a description of ultrasonic viscoelastic bulk wave dis-

persion that conforms to theoretical viscoelastic constraints and that is necessarily

causal, using the Kramers-Kronig relation. The variation in properties with fre-

quency is the modelling challenge which this author aims to address here; while this

will take the specific example of HDPE properties, the approach is general and can

be used for any dispersive medium. Consequently, attenuation and phase velocity

vary with frequency using,

α(f) = α1f
y, (3.3.3)

and

vp(f) = vp1 +
(vp1
π

)2 α1

y − 1
f y−1, (3.3.4)

where 0 < α1, 1 < y < 2, and positive phase velocity at zero frequency, 0 < vp1,

are all known empirical coefficients. It is shown in the prior analysis conducted by

this author [5] that from equation (3.3.1), general forms of attenuation and phase

velocity are,

αgen(f) = −1

x
ln

∣∣∣∣ S(f)

S0(f)

∣∣∣∣ (3.3.5)

and

vp,gen(f) =
2πfx

φS(f)− φS0(f)
, (3.3.6)

where φS0 and φS are phases of the initial and propagated waves.

124



3.4 Method

The method for obtaining the multiband finite element model is described here,

followed by its validation using wave propagation simulations that well match those

of the empirical acoustic properties obtained above. The simulation technique is

also applied to a scattering example.

3.4.1 Multiband finite element (MBFE)

The underlying concept of the MBFE methodology is to solve the simulation multiple

times in the time domain, in each case covering only a subset of the frequency

bandwidth, and then assemble the multiple results to obtain the outcome for the

broader bandwidth problem. Each of the narrow band solutions needs to be narrow

enough to achieve acceptable accuracy, given the frequency-varying properties, and

at the same time wide enough to avoid the need for large numbers of contributing

bands.

The wave characteristics used in the described implementation of the multiband

finite element model are chosen to be suited to real inspection requirements. Piezo-

electric ultrasonic transducers are designed with a Q-factor – the degree of damping

of an object oscillating at resonance – that results in a single pulse duration that is

generally of the order of 3-4 cycles. These short duration pulses have broad frequency

bandwidths, and consequently exhibit greater variation in frequency-dependent dis-

persion within their non-negligible frequency range. FE simulations in this study

are therefore conducted with cycles, ncyc = 4, such that meaningful comparison can

be made between accurately represented frequency-dependent dispersion, using the

MBFE approach, and otherwise, using time domain FE (TDFE).

A commonly used pulse window is a half-period sinusoid given by a Hann function.

The amplitude spectrum of this function has large peaks, known as side lobes,

either side of the central peak at pulse centre frequency, f0. This is unsuitable when

general frequency dependent dispersion is assumed, as it is necessary to describe

viscoelastic media such as HDPE, because during wave propagation the frequency

content of the main lobe can be attenuated more than the unphysical side lobes,

resulting in dominance of these erroneous frequencies in propagated pulses. This

is avoided through selection of an envelope that generates an amplitude spectrum
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with smaller side lobes, such as the Blackmann-Harris window [27],

Π(n) = a0 − a1 cos

(
2πn

N − 1

)
+ a2 cos

(
4πn

N − 1

)
− a3 cos

(
6πn

N − 1

)
, (3.4.1)

for samples n = 1, .., N , where a0 = 0.35875, a1 = 0.48829, a2 = 0.14128, a3 =

0.01168. This is the chosen window for all FE simulations in this chapter. Using

an input pulse with accurate frequency content relaxes the filtering requirements

in post-processing of the simulated wave; if large side lobes are present the high-

and low-pass filters used necessarily have corner frequencies close to f0, resulting in

greater undesired filtering of the frequency content of the main spectrum.

The low accuracy of the frequency dependent acoustic properties obtained using

TDFE result from the necessary reduction of equation (3.3.2) to a fixed frequency

solution. This fixed frequency representation is also used in the MBFE procedure,

but accuracy is improved because each band is relatively narrow. The fixed frequency

for this approximation is justifiably chosen to be that which the wave contains most

of – the modal value of its amplitude spectrum – which is f0 for approximately single-

peak pulses, such as the tonebursts used here. The resulting simplified dispersion

is

k(f0) =
2πf0

vp(f0)
+ iα(f0), (3.4.2)

with corresponding terse variables, k0, vp0, and α0. Rayleigh damping is a damp-

ing model available in many commercial explicit TDFE software packages that is

appropriate to the dispersion in equation (3.4.2), and that does not compromise

the efficiency of the explicit time marching scheme, which is described using the

equation of dynamic equilibrium [10],

[M ]ü+ [C]u̇+ [K]u = [F ] (3.4.3)

where [M ], [C], [K], and [F ] are mass, damping, stiffness, and loading matrices

respectively. The following, u, u̇, ü are particle displacement and its first and second

time derivatives. The damping matrix can be expressed in terms of both the mass
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and stiffness matrices [10],

[C] = CM [M ] + CK [K], (3.4.4)

where [C], [M ], and [K] are the damping, mass, and stiffness coefficients and CM

and CK are the Rayleigh coefficients, which can be defined in terms of attenuation

for a fixed frequency using [11],

CM = 2α0vp0 (3.4.5)

and

CK =
CM
ω2

0

, (3.4.6)

where the centre angular frequency is ω0 = 2πf0. Assuming a harmonic displacement

solution to equation (3.4.3),

u(t) = u0 exp(iω0t), (3.4.7)

where the angular frequency is ω = 2πf , and using equation (3.4.4), the equilibrium

equation becomes,

−[M ]

(
1 + i

CM
ω0

)
ω2

0u+ [K](1− iω0CK)u = [F ], (3.4.8)

implying the following transformations from an undamped to damped system for

density,

ρ→ ρ

(
1 + i

CM
ω0

)
(3.4.9)
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and Young’s modulus,

E → E(1− iω0CK). (3.4.10)

The low accuracy of TDFE results from the following. Describing the general fre-

quency dependence of wave acoustic properties in HDPE using power law viscoelastic

dispersion is highly accurate, as shown in [5]. Conversely, it is inaccurate to reduce

these acoustic properties to a fixed frequency description. Much of the accuracy of

the power law description, or other dispersion relations, is recovered using MBFE.

The favoured approach to conducting MBFE, known as ‘k-blending’, is outlined here

with relevant equations:

1. Divide the amplitude of the spectrum of the initial signal into a set number of

bands, nband, containing equal frequency content (equal area under |Sinit| vs.

f curve)

2. Perform separate TDFE simulations with centre frequencies equal to the fre-

quency at the centre of each band

3. Window and filter all waveform outputs such that distinct initial and latent

signals are isolated

4. Calculate attenuation and phase velocity from these separated signals

5. Combine these acoustic properties using the dispersion relation of equation

(3.3.2)

6. Blend together the dispersion relations of all bands using weighting functions,

yielding k for the whole bandwidth

7. Calculate an accurate description of the transfer function, H(f), that maps

an initial pulse to a propagated pulse

The window used in step 3 is a Tukey window, which is a rectangular window

with Hann (sinusoidal) leading and trailing edges. Unlike for the above example of

toneburst generation, where significant attenuation and corresponding dominance of

amplitude spectrum side lobes results, windowing of waveforms is not subject to this
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complication, therefore Hann edges are no issue. A rectangular function is accurate

because it does not alter pulse amplitude within the window range. However, it

does sharply truncate the signal, which can alter the pulse frequency content. By

contrast, use of Hann edges in Tukey windowing smooths truncation, minimising

this effect. The corner frequency of the filters in step 3 are distant from significant

frequency content and have first-order roll-off. Approaches to multiband blending

that are deemed inferior to k-blending are described in appendix 3.7.1.

The attenuation and phase velocity in step 4 are those of equations (3.3.5) and

(3.3.6). The blending described in step 6 involves linear weighting functions for

the nth band, bn, that equal 1 at band centres where TDFE simulations are most

accurate, equal 0.5 at adjacent band edges and equal 0 at adjacent band centres. In

the outer halves of the first and last bands all frequency content is used – equivalently

bn = 1 there. Using this blending, the whole bandwidth can be described with high

use of accurate frequency content and low use of inaccurate content. Frequency

content beyond the first and last band is alternatively linearly extrapolated for

comparison of accuracy.

Below, this author describes and formulate general methods this author has con-

sidered for the blending of attenuations and phase velocities, as well as blending of

dispersion relations. Blending of propagated spectra, attenuations and phase veloc-

ities, dispersion relations, and transfer functions are all inequivalent. For example,

the blends of attenuations and phase velocities are not the same as the blends of

dispersion relations, as follows,

αblend =
∑
n

αnbn (3.4.11)

and

vp,blend =
∑
n

vpnbn ⇔
2πf

vp,blend
=

2πf∑
n vpnbn

, (3.4.12)
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while the dispersion blending used in MBFE is,

kblend = 2πf
∑
n

bn
vpn

+ i
∑
n

αnbn, (3.4.13)

such that,

kblend 6=
2πf

vp,blend
+ iαblend. (3.4.14)

The mapping of initial pulse to propagated pulse described in step 7 includes both

the amplitude and the phase of the spectra and is defined as follows,

H(f) =
S(f)

S0(f)
. (3.4.15)

To ensure the k-blending MBFE technique is most suitable, other approaches to

MBFE are also developed for comparison of accuracy, generality, and to a lesser

degree, simplicity. These unfavoured approaches are listed here.

The first omitted approach takes the transfer function of each band evaluated at

solely the band centre frequencies then assigns these fixed values, obtained from each

TDFE simulation, to all frequencies within their corresponding band. The second

approach is to linearly interpolate the transfer function between the band centre

values. The next approach is logarithmic interpolation of the transfer function. Of

blending approaches, first the propagated spectra of each band are blended, then the

phase velocities and attenuations are blended, followed by dispersions, and finally the

transfer functions. Of these, blending the dispersion relations (k-blending) proves

accurate, general, and simple to implement and use.

3.4.2 Finite element meshing and geometries

The FE models described here represent the propagation and scattering of plane

longitudinal waves in HDPE pipe material in two dimensions. In figure 3.1, the

propagation FE simulations are in 2-D; at the top and bottom model boundaries,

displacement normal to these boundaries is set to zero; and HDPE is approximated
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Figure 3.1: Geometry of FE simulation of wave propagation in the material of the wall of a HDPE
pipe. The two large rectangles are the boundaries of the absorbing region (SRM), all pure-L point
sources are aligned vertically near the inner left boundary, and the monitoring nodes are depicted
by squares centred at (-100,0) and (0,0).

as homogeneous and isotropic. A plane wave is approximated by a 100mm linear

source oriented 90◦ to the axial direction. The model is set within the FE software

to have no displacements normal to the direction of wave propagation. The wave is

monitored at two locations, one 10mm from the source in the propagation direction,

the next 100mm beyond that.

The sum of all point sources along the source line approximates a plane wave, which

is most suitable for HDPE where shear waves are attenuated of the order of 10

times that of the already highly attenuated longitudinal waves [12]. The simulated

region is bounded by a large absorptive region that has decreasing stiffness towards

the boundary, known as the stiffness reduction method (SRM) [29]. This highly

attenuates waves propagating in this region such that boundary reflections are min-

imal and the resulting wave is not complicated by undesired signals. The SRM was

primarily designed for use with elastic materials. In such cases, the damping of the

SRM decreases to zero towards the modelled region. This author has adjusted the

implementation of the SRM to decrease damping towards the viscoelastic damping

of HDPE at the inner edges of the SRM. This ensure damping continuity at the

boundary.

The optimal frequency for ultrasonic inspection of HDPE pipes is selected based on

the following compromise. Higher frequencies can increase spatial resolution. Also,
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higher frequencies produce more directive beams. Lastly, attenuation in HDPE, and

many other media, increases with frequency. Because of this, MBFE and TDFE

simulations of both wave propagation and scattering are conducted with median

propagation paths of xs = 100 and 53.5mm respectively, all at frequency, f =

2.25MHz. Frequencies similar to this are often used in current industrial inspection

of HDPE pipe joints.

The chosen FE mesh comprises structured triangular plane strain elements. The

mesh is describable as fine [30] with element size,

dx ≤ λ0

20
, (3.4.16)

where the wavelength at centre frequency, f0, is λ0 = vp0/f0 and vp0 is the phase

velocity at centre frequency. This mesh refinement, and the other chosen refine-

ment, which is half the spatial step of this, are sufficiently fine for the purpose of

demonstrating the improvements in accuracy of MBFE over TDFE simulations, for

given mesh refinements. Given that for all simulations the time step is 2.5 times as

refined as the spatial step,

dt ≤ 1

50f0

, (3.4.17)

the time step contributes negligible computational error, while ensuring numerical

stability.

For increased FE simulation accuracy in both TDFE and MBFE, shown in figure

3.2, at the four square-oriented corners of two adjacent triangular source or mon-

itor elements, four nodes are displaced parallel to lines that project to the centre

of the squares that comprise two triangular elements. After summation of the dis-

placements at the four nodes, where two nodes are common to both elements, this

excitation approximates that of a purely longitudinal (pure-L) wave point source

[30].

Following the study of the propagation and attenuation of plane waves, this author

has also demonstrated the MBFE methodology on a simulation of scattering from

a discontinuity, in a study relevant for NDE. Shown in figure 3.3, the scattering
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Figure 3.2: Cartoon of two adjacent square-oriented triangular source or monitor elements with
four nodal displacements, depicted by arrows, which are directed parallel to lines that project to
the centre of the squares that comprise the two triangular elements.

Figure 3.3: Geometry of FE simulation of scattering from a cylindrical void defect in the material
of the wall of a HDPE pipe. The inner rectangle is the boundaries of the absorbing region (SRM),
the defect is depicted as a solid circle, all pure-L point sources are aligned vertically near the left
absorbing region, and the monitoring nodes are centred at (-26.75,0) and depicted by a square.

FE simulations are in 2-D and the scatterer is a cylindrical void with a radius of

3mm. This is an approximation to a pertinent defect example, where a void may

form around a liquid or solid manufacturing inclusion in the HDPE pipe joint. The

FE mesh comprises triangular elements with the size stated in equation (3.4.16).

Before and after scattering off the cylindrical void, the wave is detected at a pure-L

monitor.
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3.5 Results and analysis

Provided here are the results and analysis of MBFE applied to the wave propagation

and scattering examples.

3.5.1 Wave propagation

Shown in figure 3.4 are 4-cycle tonebursts propagated 100mm in the FE geome-

try depicted in figure 3.1. The solid curve is the benchmark propagated pulse, u,

predicted using equation (3.3.2) with select acoustic properties obtained from the

procedure described in the preceding HDPE pipe acoustic properties study con-

ducted by this author [5]. The dashed curve is the TDFE pulse, uTD, dx = λ0/40,

and a time increment of dt = 1/(100f0). The dot-dashed curve is the MBFE pulse

with nband = 3, uMB,3.

Figure 3.4: Empirical, from section 3.3, and FE simulated longitudinal wave pulses propagated
in HDPE. The input pulses are 4-cycle tonebursts with Blackman-Harris envelopes. The centre
frequency of the input pulse is f0 = 2.25MHz and for the FE pulses the mesh spacing is dx = λ0/40
and the time increment is dt = 1/(100f0). The pulse amplitudes are normalised to the maximum
of the amplitude of the Hilbert transform of the analytical initial pulse, mah(u0). The solid curve
is the empirical pulse, u, the dashed curve is the TDFE pulse, uTD, and the dot-dashed curve is
the MBFE pulse with nband = 3, uMB,3.

Qualitatively, it is clear that there is significantly improved matching to u for uMB,3

compared with uTD, specifically in both the amplitude and the phase of the pulse.

Also the period is visibly much shorter for uTD than it should be, because the
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low frequencies are attenuated too much and the high frequencies too little with

frequency independent attenuation.

In summary, using as few as three bands in MBFE results in a significantly improved

representation of ultrasonic wave propagation relative to that of TDFE simulation.

The TDFE and MBFE attenuations are exemplified in figures 3.5 and 3.6 for nband =

3 and ncyc = 4, dx = λ0/40, and dt = 1/(100f0). The attenuation of TDFE is

Figure 3.5: TDFE attenuation frequency dependence for HDPE wave propagation where
dx = λ0/40 and the time increment is again dt = 1/(100f0). The dashed curve is the empir-
ical attenuation frequency power-law, the dot-dashed curve is the empirical attenuation at f0,
and the solid curve is the TDFE solution obtained at f0 = 2.25MHz, where non-negligible wave
frequency content exists between 1 ≤ f/MHz ≤ 3.5.

approximately equal to the empirical attenuation at f0, resulting in attenuation

being too high at frequencies below f0 and too low at frequencies above f0.

The blending of attenuation in figure 3.6 shows close agreement with the desired

empirical solution, obtained in the acoustic properties study conducted by this au-

thor [5], over the frequency range covered by the bands. The bands are defined such

that equal frequency content of the initial pulse exists in each band. However, the

dispersion blending solution between bands cannot be an ideal linear approxima-

tion to the empirical dispersion because other sources of computational error exist

in FE simulation. An example of this is the error associated with approximating

the modelled geometry with finite elements, where a coarser mesh decreases the FE

accuracy; the accuracy increases as the mesh is refined. Similar results are expected

for refinement of the time increment, dt.

135



Figure 3.6: MBFE attenuation frequency dependence for HDPE wave propagation where
dx = λ0/40 and the time increment is again dt = 1/(100f0). The dashed curve is the empiri-
cal attenuation frequency power-law, the dot-dashed curves are the empirical attenuations at f0

of each band, the solid curves are time domain finite element solutions obtained at f0 of each
band, the thick solid curve is the MBFE dispersion blend solution to describe general frequency
dependence, and the vertical dots are the edges between bands and the outer bands contain the
remaining frequency content.

In summary, using as few as three bands in MBFE results in a significantly improved

representation of ultrasonic attenuation relative to that of TDFE simulation.

Figure 3.7: TDFE phase velocity frequency dependence for HDPE wave propagation where
dx = λ0/40 and the time increment is again dt = 1/(100f0). The dashed curve is the empirical
phase velocity frequency power-law, the dot-dashed curve is the empirical phase velocity at f0,
and the solid curve is the TDFE solution obtained at f0 = 2.25MHz, where non-negligible wave
frequency content exists between 1 ≤ f/MHz ≤ 3.5.
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In figure 3.7, the phase velocity of TDFE is approximately equal to the empirical

phase velocity at f0, resulting in velocity being too high at frequencies below f0

and too low at frequencies above f0. For increasing frequency, the TDFE velocity

error relative to the frequency independent ideal solution, vp,1, increases because the

number of elements per wavelength, λ/40, decreases. In figure 3.8, as with MBFE

Figure 3.8: MBFE phase velocity frequency dependence for HDPE wave propagation where
dx = λ0/40 and the time increment is again dt = 1/(100f0). The dashed curve is the empirical
phase velocity frequency power-law, the dot-dashed curves are the empirical phase velocities at
f0 of each band, the solid curves are time domain finite element solutions obtained at f0 of each
band, the thick solid curve is the MBFE dispersion blend solution to describe general frequency
dependence, and the vertical dots are the edges between bands and the outer bands contain the
remaining frequency content.

attenuation, MBFE phase velocity shows close agreement to the empirical curve

and improved accuracy at frequencies above and below f0 compared with any of the

three individual TDFE solutions that this blend is obtained from.

In summary, using as few as three bands in MBFE results in a significantly improved

representation of ultrasonic phase velocity relative to that of TDFE simulation.

To further quantify the improved accuracy of MBFE over TDFE, for a given num-

ber of frequency bands, nband, mesh spacing, dx, and time increment, dt, the full-

width-half-maxima (FWHM) and propagation durations (PD) of the FE pulses are

obtained as fractional differences from those of the empirical propagated pulse, u,

for a 4-cycle toneburst, shown in figures 3.9 and 3.10 respectively. The FWHM

corresponds to a 6dB drop in amplitude on a logarithmic scale and the PD can infer

wave propagation distance using knowledge of the wave velocity in the medium. The
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TDFE solutions are threshold lines for comparison with 3, 7, and 15 bands. The

two alternative MBFE techniques, with and without extrapolation of the solution

beyond the edge bands, are also compared.

In figure 3.9, the FWHM discrepancy is

εFWHM =

∣∣∣∣FWHM(u)− FWHM(uFE)

FWHM(u)

∣∣∣∣ , (3.5.1)

where mah(u) is the maximum amplitude of the Hilbert transform of the longitudinal

wave displacement, and in figure 3.10, the PD discrepancy is

εt =

∣∣∣∣tmah(u) − tmah(uFE)

tmah(u) − tmah(u0)

∣∣∣∣ (3.5.2)

where tmah(uP0) is the time that the maximum amplitude of the Hilbert envelope of

the initial pulse, uP0, occurs, and the other times correspond to the maxima for the

other pulses.

In figure 3.9, the TDFE solution with less mesh refinement has unexpectedly low

Figure 3.9: Full-width-half-maximum discrepancies between the empirical propagation of a 4-
cycle toneburst and the TDFE and MBFE approximations to this. The dotted line is the TDFE
fractional error with dx = λ0/20. For the same mesh refinement, the diamonds are the MBFE
FWHM fractional errors and the crosses are the fractional errors for MBFE with extrapolation.
The dot-dashed line is the TDFE fractional error with dx = λ0/40. For the same mesh refinement,
the squares are the MBFE fractional errors and the circles are the fractional errors for MBFE with
extrapolation.
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fractional error. This is because, as is shown in figures 3.4 and 3.5 for dx = λ0/40,

the pulse does not have the required frequency down shift, and therefore no pulse

broadening in the time domain. However, an equal and opposite error occurs with

the velocity, as also shown in figures 3.4 and 3.7, where high frequencies are signif-

icantly more dispersive than for the empirical velocity, resulting in erroneous pulse

broadening.

These two errors counteract one another to produce a coincidentally accurate FWHM,

where εFWHM = 0.018. By increasing the mesh refinement of the TDFE solution,

and therefore decreasing numerical error, the fractional uncertainty in FWHM shown

in figure 3.9 actually increases to εFWHM = 0.096. This is because the two numerical

errors described above that have equal and opposite contributions to pulse dispersion

in the time domain reduce at different rates with increased mesh refinement.

Because of these various contributing sources of error in FWHM, MBFE has high

accuracy for 3 bands but there is no consistent trend towards increasing accuracy

with increasing bands for FWHM. With 3 bands the FWHM errors for the coarse

and fine mesh refinements of MBFE without extrapolation are εFWHM = 0.074 and

0.046. With extrapolations these errors reduce to εFWHM = 0.010 and 0.009, which

are approximately a factor of 2 more accurate than the erroneously high accuracy of

the coarse refined TDFE solution and approximately a factor of 10 more accurate

than the TDFE solution with less computational error.

In summary, using as few as three bands in MBFE results in significantly improved

representations of ultrasonic pulse full-width-half-maxima relative to those of TDFE

simulation, with the exception of one anomalously accurate TDFE result, explained

above.

In figure 3.10, the coarse and fine mesh TDFE PD errors are εt = 0.047 and 0.038.

The MBFE errors asymptote towards the highest accuracy achievable for a given

mesh refinement. With 3 bands the PD errors for the coarse and fine mesh refine-

ments of MBFE without extrapolation are εt = 0.042 and 0.035. With extrapolations

these errors reduce to εt = 0.040 and 0.033, which are approximately a factor of 1.1

more accurate than the coarse refined TDFE solution and approximately a factor of

1.4 more accurate than the TDFE solution with less computational error.

In summary, using as few as three bands in MBFE results in significantly improved

representations of ultrasonic pulse propagation duration relative to those of TDFE

simulation.
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Figure 3.10: Propagation duration discrepancies between the empirical propagation of a 4-cycle
toneburst and the TDFE and MBFE approximations to this. The dotted line is the TDFE frac-
tional error with dx = λ0/20. For the same mesh refinement, the diamonds are the MBFE PD
fractional errors and the crosses are the fractional errors for MBFE with extrapolation. The dot-
dashed line is the TDFE fractional error with dx = λ0/40. For the same mesh refinement, the
squares are the MBFE fractional errors and the circles are the fractional errors for MBFE with
extrapolation.

The absolution reduction in error from TDFE to MBFE is greater for FWHM than

PD because FWHM is influenced by attenuation and phase velocity accuracy while

PD error is only influenced by phase velocity; for viscoelastic media with dispersion

relations that adhere to the Kramers-Kronig causality constraint, as with equations

(3.3.3) and (3.3.4), attenuation varies more than phase velocity with frequency and

is therefore less well represented by the TDFE frequency independent solution. Ex-

trapolation provides the largest reduction in MBFE FWHM error because of the high

frequency dependence of attenuation, while mesh refinement provides the largest re-

duction in MBFE PD error because of the relatively large reduction in velocity

accuracy when the number of elements per wavelength is lower.

Consequently, MBFE has been quantitatively validated using the example of ul-

trasonic wave propagation in HDPE that has a known general functional form for

frequency dependent dispersion. MBFE has also been shown to provide significant

improvements over TDFE for as few as 3 bands.
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3.5.2 Wave scattering

Wave scattering is a second case where dispersion characteristics, including the in-

fluence of the scatterer, follow general frequency dependence describable by MBFE.

The scattered pulse shapes of TDFE simulations will be compared with those of

MBFE with 3 bands. The convergence of the 3 band solution to a 15 band solution

will be depicted for a high mesh refinement MBFE example with extrapolation at

the outer band edges.

The following analysis is of simulations using the cylindrical void scattering geom-

etry shown in figure 3.3, where the wave is monitored at the same location before

incidence on the scatterer and after scattering. In figure 3.11, the solid curve is the

Figure 3.11: FE simulated longitudinal wave pulses propagated in HDPE and scattered from a
3mm cylindrical void. The input pulses are 4-cycle tonebursts with Blackman-Harris envelopes.
The centre frequency of the input pulse is f0 = 2.25MHz and the mesh spacing is dx = λ0/40
and the time increment is dt = 3/(400f0). The pulse amplitudes are normalised to the maximum
of the amplitude of the Hilbert transform of the input pulse, mah(u0). The solid curve is the 15
band MBFE scattered pulse, uMB,15, the dashed curve is the TDFE scattered pulse, uTD, and the
dot-dashed curve is the 3 band MBFE scattered pulse, uMB,3.

15 band MBFE scattered pulse, uMB,15, the dashed curve is the TDFE scattered

pulse, uTD, and the dot-dashed curve is the 3 band MBFE scattered pulse, uMB,3.

The TDFE has an amplitude that is approximately double that of the 15 band

MBFE pulse. Also, its period is too short, which will result in a FWHM that is too

low. The phase is approximately one quarter of a cycle wrong. The propagation

duration is approximately equal to that of the 15 band MBFE pulse. The 3 band

MBFE solution has fully converged to the 15 band MBFE pulse, within uncertainty

141



bounds much smaller than the computational error caused by the finite mesh size.

In summary, using as few as three bands in MBFE results in a significantly improved

representation of ultrasonic wave scattering relative to that of TDFE simulation.

3.6 Discussion and Conclusions

Conventional TDFE simulations provide insufficient accuracy when describing ul-

trasonic waves in materials where wave propagation results in a large reduction in

wave amplitude, because they are limited to restrictive damping models, such as

Rayleigh damping. FDFE is discussed as an alternative approach to such simula-

tion, but this method is inherently highly computationally expensive for large model

sizes and, using usual implementation in many commercial software packages, FDFE

can also be limited in its description of different frequency dependent dispersion re-

lations. Accurate application of FDFE to, for example, viscoelastic waves often

requires prior accurate knowledge of the frequency dependence of storage and loss

moduli, rather than just the frequency dependence of attenuation and phase velocity.

The MBFE approach is beneficial because such material properties as storage and

loss moduli require significant materials testing to obtain. The inference of these

acoustic properties using specific relations to material properties can result in in-

creased uncertainty or error, potentially caused by such a mathematical description

using unsuitable approximations to variations in, or unsuitable operating ranges in,

the parameters with which the acoustic properties vary. For example, these mate-

rial properties must usually be inferred using extrapolation from data obtained at

frequencies significantly below ultrasonic frequencies. In wave simulation, use of ac-

curate and reliable fully parameterised acoustic properties inherently bypasses these

potential complications and sources of uncertainty or error. MBFE is consequently

devised and proposed as an appropriate approach to modelling ultrasonic viscoelas-

tic waves, and other such dispersion relations with general frequency dependence,

only using prior knowledge of acoustic properties.

The MBFE approach is validated using a wave propagation example and shown to

significantly increase accuracy over the TDFE example. For HDPE pipe material,

while the large variation of its attenuation with frequency results in improved accu-

racy, even for a high number of MBFE bands, the smaller variation with frequency of

its phase velocity leads to higher achievable absolute accuracy; using MBFE with 3
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bands is highly beneficial for sizing accuracy, for example using a 6dB drop in ampli-

tude, and also beneficial for location accuracy because of its improved propagation

duration accuracy.

Scattering from a cylindrical void is demonstrated as an alternative case where

MBFE is implemented to simulate waves with transfer functions that have general

frequency dependence. The MBFE 3 band solution is fully converged to the 15

band pulse shape, within uncertainty bounds, while the TDFE solution features

significant discrepancy.

MBFE is shown to improve accuracy over TDFE without incurring high computa-

tional cost. Furthermore, MBFE can be significantly more computationally efficient

than FDFE for similar accuracy, or potentially more efficient with higher accuracy

than an FDFE simulation implemented in many current commercial software pack-

ages.
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3.7 Appendices

3.7.1 Blending techniques inferior to k-blending

The first omitted approach takes the transfer function of each band evaluated at

solely the band centre frequencies then assigns these fixed values, obtained from each

TDFE simulation, to all frequencies within their corresponding band. The resulting

propagated spectrum is sharply stepped, therefore much precise band filtering is

necessary. This is a cumbersome approach that requires many specific parameters,

making it less immediately general. The second approach is to linearly interpolate

the transfer function between the band centre values. This is less accurate than

k-blending. The next approach is logarithmic interpolation of the transfer function.

This is accurate for propagation of a power law dispersive wave but not generalisable

to scattering. The propagated spectrum may also be linearly interpolated. This is

less accurate than k-blending. Of blending approaches, first the propagated spectra

of each band are blended, then the phase velocities and attenuations are blended,
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followed by dispersions, and finally the transfer functions. Of these, blending the

dispersion relations proves accurate, general, and simple to implement and use.
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Chapter 4

Analytical ultrasonic scattering

from a cylindrical void in a highly

attenuating medium, with image

reconstruction of such scatterers

4.1 Abstract

This work was conducted to extend a method for describing ultrasonic scattering

from cylindrical voids, which is used in the nondestructive evaluation (NDE) indus-

try, from its existing elastic formulation to a novel general formulation for highly

attenuating media. While multiband FE is more general, the generalised formu-

lation provided here remains applicable only to cylindrical voids. For cylindrical

void scattering, this method is expected to be more computationally efficient than

multiband FE, with similar accuracy. This novel formulation is exemplified with

cylindrical voids in high-density polyethylene (HDPE), which is viscoelastic. Fur-

ther to this, novel formulation for image reconstruction of such scatterers is also

provided and analysed. The improved waveform simulation accuracy of the general

attenuative formulation, which is used to represent the viscoelastic HDPE medium,

also results in higher amplitude difference between the image reconstruction of the

cylinder and its surrounding artefacts.
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4.2 Introduction

Analytical simulations can be more computationally efficient, with similar accu-

racy, than equivalent FE approaches, for the specific scattering problems to which

they are applicable. There exist many studies on the analytical scattering of waves

from elastic cylindrical voids, for example, [1–6], but fewer for highly attenuating

media, such as these viscoelastic examples, [7, 8]. The viscoelastic examples use

Kelvin-Voigt or Maxwell models and these functional forms cannot describe general

viscoelasticity, and less so general attenuation in highly attenuating media.

First, the existing formulation of analytical elastic ultrasonic cylinder scattering is

provided, then these equations are here generalised to highly attenuating media,

and exemplified with ultrasound scattering from cylindrical voids in viscoelastic

high-density polyethylene (HDPE).

4.3 Theory

The theory for the scattering of elastic waves from cylindrical voids and image

reconstruction of such scatterers is presented as follows. First, the existing published

theory is set out. Next, this is extended in a general way to enable it to predict

the scattering when the material is attenuative. Finally, the image reconstruction

of cylindrical discontinuities from ultrasonic scattered pulses is formulated.

4.3.1 Existing elastic theory

Detailed here is existing analytical theory for elastic ultrasonic wave scattering from

cylindrical voids. This existing formulation is not generally applicable to scattering

from cylindrical voids in attenuative media. Figure 4.1 shows the analytical cylin-

drical void scattering simulation geometry. The cylinder is central and marked by

the circular line, the scattered wave monitor locations are marked by squares, and

the source location, at θ = 180◦, is marked by a cross.

For a longitudinal wave incident on a cylindrical void of radius a, the total particle

displacement field may be defined as the sum of the incident longitudinal (L) and
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Figure 4.1: Analytical cylindrical void scattering simulation geometry. The cylinder is central
and marked by the circular line, the scattered wave monitor locations are marked by squares, and
the point source location, at θ = 180◦, is marked by a cross.

scattered longitudinal and shear (S) waves,

u = uincL + uscatL + uscatS . (4.3.1)

Defining the incident and scattered particle displacement fields in equation (4.3.1)

– in cylindrical coordinates in 2-D, the particle displacement, at a radius, r, angle,

θ, time, t, angular frequency, ω, and wavenumber, k, is [3, 4]

uincL (r, t) = ikLu(0, 0, 0)

[
∞∑
n=0

(2− δ0n)inJn(kLr)

]
exp(−iωt), (4.3.2)

uscatL (r, θ, t) =

[
∞∑
n=0

AnH
(1)
n (kLr) cos(nθ)

]
exp(−iωt), (4.3.3)

and

uscatS (r, θ, t) =

[
∞∑
n=0

BnH
(1)
n (kSr) sin(nθ)

]
exp(−iωt), (4.3.4)

149



where δ0n is the Kronecker delta, Jn and H
(1)
n are the Bessel and Hankel functions

of the first kind of order n. The amplitude coefficients of the particle displacement

fields are

An = −(2− δ0n)in+1kLu(0, 0, 0)

∣∣∣∣∣∣ E
(1)
11 E

(3)
12

E
(1)
41 E

(3)
42

∣∣∣∣∣∣
Dn

(4.3.5)

and

Bn = −(2− δ0n)in+1kSu(0, 0, 0)

∣∣∣∣∣∣ E
(3)
11 E

(1)
11

E
(3)
41 E

(1)
41

∣∣∣∣∣∣
Dn

, (4.3.6)

where

Dn =

∣∣∣∣∣∣ E
(3)
11 E

(3)
12

E
(3)
41 E

(3)
42

∣∣∣∣∣∣ (4.3.7)

and

E
(j)
11 =

(
n2 + n− 1

2
k2
Sa

2

)
F (j)
n (kLa)− kLaF (j)

n−1(kLa), (4.3.8)

E
(j)
12 = n(n+ 1)F (j)

n (kSa)− nkSaF (j)
n−1(kSa), (4.3.9)

E
(j)
41 = n(n+ 1)F (j)

n (kLa)− nkLaF (j)
n−1(kLa), (4.3.10)
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and

E
(j)
42 = −

(
n2 + n− 1

2
k2
Sa

2

)
F (j)
n (kSa) + kSaF

(j)
n−1(kSa), (4.3.11)

for which F
(1)
n = Jn and F

(3)
n = H

(1)
n . The angle θ is zero for wave propagation in

the incident direction and marked by the rightmost monitor in figure 4.1.

4.3.2 Generalised attenuative theory

The task now is to extend the elastic wave scattering theory so that attenuation, such

as material damping, can be taken into account. This will be done here in a general

way by introducing an imaginary part to the wavenumber k. The wavenumber is

here used to define ultrasonic bulk wave longitudinal and shear dispersion relations

for highly attenuating media, including viscoelastic media,

kL,S =
ωL,S
vp,L,S

+ iαL,S, (4.3.12)

where vp,L,S are longitudinal and shear phase velocities and αL,S are attenuation

coefficients. The general form of equation (4.3.12) is suited to highly attenuating

waves, as for viscoelastic waves in HDPE. It is noted that the real components of

kL,S, not the complex kL,S of equation (4.3.12), are used in the Bessel arguments to

prevent unphysical dephasing of the wave that would be seen as low-level ripples in

the pulse occurring earlier than the first arrival of the pulse. Also, the existing elastic

wave formulation may be yielded by taking the real components of the dispersion

relations, kL,S, of equation (4.3.12). For HDPE, kL is obtained with high accuracy

in [4] and kS is approximated from the results of [10].

4.3.3 Cylinder image reconstruction

Having identified the equations for elastic wave scattering from cylindrical voids

in attenuative material, the target now is to use these formulae to perform image

reconstruction from monitored scattered longitudinal or shear pulses and knowledge

of the ultrasonic propagation dispersion relation, kL,S, in the medium. Such image
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reconstruction requires

S0(θ, νx) =
S(θ, νx)

H(θ, νx)
, (4.3.13)

where the back-propagated pulse spectrum is S0 in the spatial frequency domain,

given

νx =
f

vp,L,S
; (4.3.14)

the monitored pulse spectrum is S; and the transfer function that maps the propa-

gation of S0 to S is

H(θ, νx) = exp [ikL,S(νx)x(θ)] , (4.3.15)

given that x is the mean propagation path travelled by the ultrasonic pulse to and

from the cylindrical discontinuity.

4.4 Results

Provided below are simulated scattered pulses of the above elastic and general cylin-

drical void scattering formulations, as well as cylindrical void spatial image recon-

structions that use these simulated waveforms.

4.4.1 Viscoelastic and elastic high-density polyethylene scat-

tered pulses

Presented here are scattered pulse waveforms from a simulated implementation of

the above cylindrical void scattering formulation that, first, uses the existing elas-

tic model and, second, accounts for viscoelastic damping in HDPE. Figures 4.2 to

4.5 show back-scatters, from θ = 180◦ – with longitudinal incidence and longitudi-

nal scatter, LL – from cylindrical voids in viscoelastic and elastic representations

of HDPE. The four figures show results respectively for four different sizes of the
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Figure 4.2: Back-scattered pulses, from θ = 180◦, from cylindrical voids in viscoelastic and elastic
HDPE, with radii per wavelength, a/λ0 = 5. The dashed line, associated with the left y-axis, is
the elastic approximation; the solid line, associated with the right y-axis is the viscoelastic full
representation of the medium; and the vertical dot-dashed lines mark the arrival times for the
front and rear of the cylinder for a centre wavelength, λ0 = 1.08mm, wave component travelling to
and from the cylinder extrema at the centre bulk longitudinal phase velocity, vp,L,0. Viscoelastic
and elastic LL pulses are normalised by the maximum amplitude of the absolute of the Hilbert
transform, mah(·), of the elastic LL pulse. The ultrasonic pulse has three periods, or cycles,
ncyc = 3. The infinite sums of equations (4.3.2) to (4.3.4) are truncated to NB = 50.

cylindrical void, from a/λ0=5 to a/λ0=0.5. These voids are centred 20λ0 from the

ultrasonic point source, which is also the location at which the wave is monitored,

after scattering from the cylindrical void. Viscoelastic HDPE results are here the

reference comparator, as detailed in [4]. The dashed line, associated with the left

y-axis, is the elastic approximation; the solid line, associated with the right y-axis

is the viscoelastic full representation of the medium; and the vertical dot-dashed

lines mark the front and rear of the cylinder arrival times for a centre wavelength,

λ0 = 1.08mm, wave component travelling to and from the cylinder extrema at the

centre bulk longitudinal phase velocity, vp,L,0. The first arriving components of the

pulse, from the front of the cylinders, coincide with the vertical lines.

The Huygens-Fresnel principle allows a cylindrical void to be decomposed into a

superposition of point scatterers. Oblique scattered waves from scatterers at angles

away from normal arrive later, because of the curved surface of the cylinder. For

the point source, such oblique incidence angles result in reduced wave content re-

radiated towards the monitor point, compared with the content from the points

aligned at normal incidence to the frontmost edge of the cylindrical void. This may
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be understood through consideration of the pressure wave oscillation of the particles,

or point scatterers. These oscillations are, first, partially restricted, being partially

directed into the solid medium and partially into the void, and, second, unrestricted,

being directed into the void, or halfspace, respectively for the oblique and normal

cases.

In figures 4.2 to 4.5 the maximum amplitudes of the attenuated viscoelastic pulses,

shown on the righthand y-axes, are less than those of the non-attenuated elastic

pulses, shown on the lefthand y-axes, because the pulses propagate with a mean

path, x, that is 20λ0 to, and 20λ0 from, the cylindrical voids, through a damping

medium, HDPE. Also, the two y-axes scale the amplitudes of the pulses that first

arrive at the monitor, for the viscoelastic and elastic simulations, such that the

pulses are of comparable height. The amplitudes of later arriving components of the

scattered pulses are reduced in amplitude more in the viscoelastic cases than in the

elastic cases. This is as expected for pulse components arriving later, from oblique

angles, because some of the wave oscillation is converted from longitudinal to shear,

which is very highly attenuated in viscoelastic media such as HDPE.

Figure 4.3: Back-scattered pulses, as in figure 4.2, except with radii per wavelength, a/λ0 =
2.32079.
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Figure 4.4: Back-scattered pulses, as in figures 4.2 and 4.3, except with radii per wavelength,
a/λ0 = 1.07722.

Figure 4.5: Back-scattered pulses, as in figures 4.2 to 4.4, except with radii per wavelength,
a/λ0 = 0.5.

4.4.2 Viscoelastic and elastic high-density polyethylene cylin-

drical void reconstructions

Detailed here are cylindrical void reconstructions from a simulated implementation

of the above cylindrical void scattering formulation that, first, accounts for viscoelas-

tic damping in HDPE and, second, uses the existing elastic model. Figures 4.6 to

4.9 show viscoelastic and elastic image reconstructions of the cylinders obtained
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Figure 4.6: Viscoelastic (top) and elastic (bottom) HDPE reconstructions of the cylinders ob-
tained by deconvolving, by the input pulse, the scattered waveforms, exemplified in figures 4.2 to
4.5, using equation (4.3.13). Cylinder radius per wavelength is a/λ0 = 5. The cylinder boundaries
area marked by the dotted lines.

by deconvolving, by the input pulse, using equation (4.3.13), the scattered wave-

forms, exemplified in figures 4.2 to 4.5. While some sampling artefacts exist in the

images, for all cylinders the viscoelastic and elastic reconstruction boundaries are

coincident with the cylinders, marked with dotted lines. For both the viscoelastic

and the elastic simulations, the pulse characteristics are deconvolved from the wave-

form, before imaging. However, especially for the larger cylinders, the viscoelastic

cylinder reconstructions have higher amplitude difference between the cylinders and

their surrounding artefacts than do the elastic cylinder reconstructions. This could
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be because the accurate representation of attenuation in the viscoelastic waveform

simulation inherently results in decreasing wave amplitude with increasing time,

which continues up to the latest time represented in the waveform. In the elastic

simulation, at the latest simulated time, there may be an abrupt step in amplitude of

any wave content present at that time, which leads to unintended, additional broad-

band frequency content. Such broadband frequency content could be the source of

the noise exhibited in the elastic image reconstructions of figures 4.6 to 4.9 that is

less prominent in the viscoelastic image reconstructions.

Figure 4.7: Viscoelastic (top) and elastic (bottom) HDPE reconstructions of the cylinders, as in
figure 4.6, except with radii per wavelength, a/λ0 = 2.32079.
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Figure 4.8: Viscoelastic (top) and elastic (bottom) HDPE reconstructions of the cylinders, as in
figures 4.6 and 4.7, except with radii per wavelength, a/λ0 = 1.07722.

4.5 Conclusion

The analytical theory for ultrasonic scattering from a cylindrical void has been

extended from an elastic formulation, as seen in current literature, to a general

formulation that is accurate for highly attenuating media, such as HDPE, which is

viscoelastic. Both viscoelastic and elastic simulated ultrasonic waveforms are shown

to be reconstructible as cylinders, by deconvolution by the input pulse. For HDPE,

the viscoelastic cylinder image reconstructions are both much more accurate for

such materials and also have a higher amplitude difference between the cylinders
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Figure 4.9: Viscoelastic (top) and elastic (bottom) HDPE reconstructions of the cylinders, as in
figures 4.6 to 4.8, except with radii per wavelength, a/λ0 = 0.5.

and their surrounding artefacts.
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Chapter 5

Analytical simulation of

viscoelastic ultrasonic bulk

longitudinal and shear wave

scattering from heterogeneities

using Huygens principle,

demonstrated with image

reconstruction of sub-wavelength

features and nondestructive

evaluation of high-density

polyethylene pipe joints

5.1 Abstract

The Huygens-Fresnel principle is applied to generalise the simulation of ultrasonic

attenuative pulse scattering from two-dimensional volumetric and planar hetero-
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geneities, exemplified with voids, for which the anisotropy and orthogonality of

longitudinal and shear wave emission from a point region in a solid is accounted for

with the introduction of viscoelastic point scatterers. The viscoelastic point scat-

terer method is supported with evidence by finite element (FE) analysis, and more is

sought – first, the applicability of the anisotropy of the viscoelastic point scatterers

for longitudinal wave incidence and scattering and, second, the scattering ampli-

tudes obtained with viscoelastic point scatterer superposition for longitudinal wave

incidence and scattering. Further, image reconstruction in an example viscoelastic

medium, high-density polyethylene (HDPE), is conducted with viscoelastic point

scattering to demonstrate sub-wavelength features of heterogeneities in an ideal ul-

trasonic circular array imaging setup. Last, this scattering approach is demonstrated

with simulated waveform generation and imaging in a HDPE pipe joint setup for

the nondestructive evaluation of potential defects.

5.2 Introduction

Using the Huygens-Fresnel principle, ultrasonic wave scattering from a planar de-

fect tip has been simulated in existing studies, such as [1]. The Huygens principle –

where waves radiate solely isotropically, or omnidirectionally, from a single location

and without account for the longitudinal and shear wave angular dependence and

orthogonality of solid media – has been applied to the simulation of ultrasonic wave

fields in fluids and elastic solids with the distributed point source method (DPSM)

or other comparable methods using the Green’s function, which is cumbersome if

it incorporates anisotropy [2–9, 9]. Other similar approaches also exist, such as the

pencil method, which is demonstrated for the commercial ultrasonic simulation soft-

ware CIVA [11]. However, such formulations do not represent ultrasonic waves in

general, attenuative media, but only specific attenuative cases; the pencil method

does provide treatment of longitudinal and shear waves. Further, the viscoelastic

point scattering method does not require computationally intensive numerical meth-

ods, such as finite element (FE) analysis, that may otherwise be used to obtain the

correct ultrasonic bulk longitudinal and shear wave behaviour of scattering [6]. Also,

such FE methods are conventionally less accurate at representing wave propagation

in attenuative and dispersive media, without the multiband finite element (MBFE)

time domain wave propagation and scattering, and imaging method [5, 5].
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The aim of this study in this chapter is to provide a highly efficient, general ultra-

sonic bulk longitudinal and shear wave scattering simulation method that can also

provide accurate wave propagation behaviour. This analytical method is inherently

computationally rapid, more so than MBFE. This is because it involves the repeat

application of operators to single waveforms, rather than explicit time stepping for a

FE mesh of the geometry of the defect. Also, the practical implementation, including

the movement and storage of data, of a combined FE and analytical method, such as

MBFE, can have a reduced efficiency compared with a purely analytical approach.

However, the viscoelastic point scatterer method currently suffers partially reduced

accuracy, because of temporary storage requirements, to simulate defects signifi-

cantly larger than a wavelength, while MBFE does not. In this way the methods

are considered complementary.

First, existing theories are highlighted that are necessary for such waveform gen-

eration and imaging. Next, said theory is applied to the ultrasonic imaging of

simulated two-dimensional volumetric and planar heterogeneities, exemplified with

voids, which have sub-wavelength features. Last, this approach is applied to non-

destructive evaluation (NDE) of HDPE pipe joint for simulated potential defects.

While here being exemplified with viscoelastic high-density polyethylene (HDPE)

material, this approach is applicable for general, attenuative media.

5.3 The Huygens and Fresnel principles

Existing theories that define interface reflection and refraction, and that define the

scattering of waves from heterogeneities through decomposition into point scatterers,

are here combined in a formulation that yields ultrasonic bulk longitudinal and shear

wave scattering from points in a viscoelastic, or elastic, medium, as predicted by the

Huygens-Fresnel principle.

First, Fresnel principle reflection and refraction is formulated for an interface be-

tween two general, attenuative materials [15] and an interface between two general,

elastic materials [25]. These full formulations are large and, for the specific described

example of HDPE pipe joint material containing two-dimensional volumetric and

planar voids, for which a stress-free boundary exists, the elastic reflection coefficient
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for longitudinal (L) wave incidence and scattering can more simply be given as [25],

ΓLL(θL, θS, vp,L, vp,S) =
sin 2θS sin 2θL −

(
vp,L
vp,S

)2

cos2 2θS

sin 2θS sin 2θL +
(
vp,L
vp,S

)2

cos2 2θS

(5.3.1)

where θL, shown in figure 5.1, is the angle between the path – source to point

Figure 5.1: Point scattering simulation geometry. All source and monitor locations are squares.
The heterogeneity is the solid curve. The enclosing circle radius, rD of maximum heterogeneity
extent is the dashed line that meets the dashed circle. The point scatterer is the circular point
that is met by the incident distance from source to point, rin, and scattered distance from point to
monitor, rjn, for all source, monitor, and point scatterer combinations. These distances are solid
lines. The longitudinal scattering angle, θL,ijn, is from source to monitor and the shear scattering
angle is θS,ijn.

scatterer then point scatterer to monitor – of the longitudinal incident then scat-

tered waves; θS is the angle that the shear component of the wave scatters at after

longitudinal incidence on the point scatterer; and vp,L,S are the longitudinal and

shear phase velocities in the medium, HDPE, found in [2, 3]. The reflection coef-

ficient of equation (5.3.1) is elastic, but because acoustic impedance change caused

by attenuation mismatch is very small relative to the change in bulk modulus and

density at the discontinuity, and therefore can be neglected, the approximation to

elastic of these local scattering interactions is taken to be a valid assumption. For a
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two-dimensional wave field, equation (5.3.1) specifies a plane wave of infinite extent

normal to its propagation direction, which is incident on an infinite extent planar

interface. A wave component that propagates from point source to point scatterer

then from point scatterer to point monitor differs from the same wave component for

plane waves and plane interfaces by two beam spread factors. In two dimensions, for

a given point scatterer, n, these factors, for longitudinal incidence, i, and scattering,

j, are

BLL,i,j,n =
1

√
ri,j,n

(5.3.2)

where ri,j,n are the incident and scattered pulse propagation distances for all source,

i, monitor, j, and point scatterer, n, combinations.

Second, upon wave incidence on the heterogeneity within the medium, the Huygens

principle is applied, through the linear superposition of adjacent quantised point

heterogeneities, or point scatterers, that collectively define the two-dimensional scat-

terer – in the case of a two-dimensional simulation. Huygens principle is used to

represent scattering from a finite extent void in the medium. Any nonlinear com-

ponents of the scattered wave that arise from a high amplitude incident wave are

expected to be low, and any such nonlinearities that are of higher frequency shall

be more highly attenuated in HDPE than the linear content of the wave [2]. Con-

sequently, linearity is seen to be a valid assumption.

For all simulations here, the spacing between superposed point scatterers is much

less than the wavelength at the centre frequency of the wave,

dx

λ0

� 1. (5.3.3)

Therefore, because of the closeness of adjacent point scatterers, and because each

scattering interaction with a point scatterer results in a loss of wave amplitude with

distance from the scatterer, in accordance with equation (5.3.2), multiple scattered

waves from the point scatterers of the heterogeneity are seen to contribute negligi-

bly to the total scattered wave content from said heterogeneity. A concave defect

face might direct some scattered wave content towards the monitor after multiple

166



scattering, and is not simulated here as doing such. However, it would be highly

computationally expensive to simulate all relevant possible combinations of multiple

scatterers.

For a volumetric heterogeneity, the viscoelastic point scatterer method superposes

heterogeneity quanta, or cells, within the heterogeneity volume, or area in two di-

mensions. The Born approximation, used with penetrable scatterers, relies on this

approach, and this is a fundamental assumption in diffraction tomography [2]. It is

alternatively possible to superpose boundary heterogeneity quanta without super-

posing the volume, which is similar to certain treatments of electromagnetic wave

diffraction [19] or that of the DPSM method [3–5]. The viscoelastic point hetero-

geneity approach is exemplified with impenetrable scatterers that represent voids,

and hence the above argument that just the boundary scatterers contribute to wave

scattering. It has been proposed in the viscoelastic point scatterer method that

the elemental scatterers are placed throughout the volume of the scatterer, because

just permitting scatterers around the boundary of the domain will enable both in-

ward and outward radiating waves from each boundary location. This could enable

interference between the waves on one side of the domain with the waves on the

opposite side. This full volume approach could also be considered to match the

penetrable scattering technique, at the extreme limit of infinite difference in ultra-

sonic impedance. An alternative is given, that it may be possible to implement an

angular nullification factor for said inwardly propagating waves, so they no longer

propagate through the heterogeneity, or void in this example. The suggestions de-

scribed here are yet to be validated, therefore, while both a volume of viscoelastic

point scatterers and a ring of viscoelastic point scatterers produce the same gross

wave scattering, at present it is not clear which approach would best represent said

behaviour. This is work in progress and more work will be needed to confirm and

validate this model.
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5.4 The Huygens-Fresnel principle for simulating

ultrasonic scattering and heterogeneity imag-

ing

The method here provides the means for the simulation of ultrasonic bulk longi-

tudinal waves and bulk shear waves scattering from volumetric and planar hetero-

geneities, followed by some real world considerations for waveform simulation, and

last, a description of the chosen, existing method for image reconstruction of the

heterogeneities.

5.4.1 Scattering from viscoelastic points within the hetero-

geneity

Described here is the method used to simulate ultrasound scattered from volumet-

ric and planar heterogeneities using the Huygens-Fresnel principle, followed by the

imaging method used to reconstruct said heterogeneities from the ultrasonic wave-

forms.

The point scattering simulation geometry is detailed in figure 5.1. The longitudinal

ultrasonic waveforms are analytically propagated in the frequency, f , domain from a

source to a point scatterer, with distance, rin, then from the scatterer to a monitor,

with distance, rjn, yielding the longitudinal propagated point scatter spectrum,

SLL,ijn(θL,ijn, f) =

BLL,jn exp(ikL(f)rjn)ΓLL(θL,ijn, θS,ijn, vp,L, vp,S)BLL,in exp(ikL(f)rin)SL0,

(5.4.1)

where kL is the wavenumber that defines the longitudinal dispersion relation and

SL0 is the initial longitudinal pulse spectrum.

Using the principle of superposition to apply Huygens principle, the total longitu-
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dinal scattered spectrum, for a given source and given monitor, is

SLL,ij =
N∑
n=1

SLL,ijn, (5.4.2)

for N point scatterers. This superposed waveform, SLL,ij, represents that which

would be obtained in one transmit and receive pair in the acquisition of real ultra-

sonic array data.

5.4.2 Additional random electric noise and other consider-

ations

Additionally, to represent random noise from electrical components, which is in-

herent in the acquisition of real waveforms, Gaussian white noise is added to all

simulated waveforms. The noise is added at an example, achievable level of -20dB,

as could be found from figure 6.8. The specific noise level in real waveform acquisi-

tion varies with the ultrasonic equipment used, and its configuration. The simulated

noise is minimised with a low pass filter – specifically a hyperbolic tangent filter [20].

It is noted that the post-processing of the simulated waveforms, and the imaging

algorithm applied to this data, should be considered equally as applicable to experi-

mental data as to said simulated data. Also, the chosen configuration of the sources

and monitors in this example is idealised, as seen in figure 5.1. This is done to

demonstrate the current maximum capability of this waveform simulation method.

5.4.3 Finite element model for the validation of the anisotropy

of the viscoelastic point scatterer

The viscoelastic point scattering simulation geometry of figure 5.1 is also used for

the MBFE configuration used to validate the anisotropy of the viscoelastic point

scatterer; in place of the point scatterer in figure 5.1, there exists an FE region with

a simulated void in the HDPE pipe material that is obtained through the removal

of finite elements, as shown in figure 5.2.

Next, the FE parameters for the model are given. The cylinder representing the

point scatterer is significantly smaller than the ultrasonic bulk longitudinal wave-
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Figure 5.2: Volumetric element deletion where element are triangles. The cylinder radius is
rd = 7λ0/100 and the mesh spacing is dx = λ0/60.

length at centre frequency, f0, with radius,

rd =
7λ0

100
. (5.4.3)

Also, the chosen FE mesh comprises structured triangular plane strain elements.

The mesh is describable as fine [30] when element size satisfies,

dx ≤ λ0

20
; (5.4.4)

the chosen mesh resolution is,

dx =
λ0

60
. (5.4.5)

This is also the maximum surface roughness of the cylindrical void. It is seen in

figure 5.2 that other elements of the surface of the void could be removed to reduce
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roughness to below one sixtieth of the centre wavelength. This could be attempted

again in a continuation of this study. The CFL condition [31] for numerical method

stability is adhered to with time step,

dt =
3

400f0

. (5.4.6)

For each frequency band in MBFE there exists a different set of FE simulated

waveforms. Collectively these provide a standard deviation on an expected value

that is given by the blending process central to MBFE. These sets of FE simulated

waveforms are obtained at different scattering angles. These are interpolated for

other angles by adding zero amplitudes to frequency bins in the spectra of the

waveforms that are of higher frequency than the sampling frequency. This is known

as spectral zero-padding.

Next, because of the symmetry of the defect, source location, and surrounding

medium about y = 0, the scattering amplitudes obtained, for source and moni-

tor angles, θi and θj, at 180 ≤ (θj − θi)◦ < 360 are reversed, 360 > (θj − θi)◦ ≥ 180,

given a 180◦ circular arc phase reduction, 180 > (θj − θi)◦ ≥ 0, and then averaged

with the symmetric results at 0 ≤ (θj − θi)◦ < 180 to yield the scattering ampli-

tudes presented in this study. This is equally done for all viscoelastic point scatterer

method scattering amplitudes presented in this study. Also, the FE scattering am-

plitudes are normalised by a constant value to have minimum discrepancy from the

viscoelastic results, such that angular behaviour of the scatterer can be directly

compared without scaling discrepancy. Last, the chosen FE software, Pogo FEA

[32], is highly computationally efficient because it uses graphics processors (GPUs)

for its time domain calculations.

5.4.4 Finite element model for the validation of the scatter-

ing amplitudes of viscoelastic point scatterer super-

position

Again, the viscoelastic point scattering simulation geometry of figure 5.1 is used for

the MBFE configuration used to validate the scattering amplitudes of viscoelastic

point scatterer superposition; in place of the point scatterer in figure 5.1, there
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exists an FE region with a simulated planar void in the HDPE pipe material that is

obtained through the duplication of finite element vertex nodes, as shown in figure

5.3. The process of duplication of finite elements vertex nodes along a line or other

Figure 5.3: Planar node duplication where elements are triangles and duplicate nodes are circles.
The defect length is rd = 5λ0, while only the top tip is shown, and the mesh spacing is dx = λ0/40.

geometry results in the whole region being meshed, as is required for a zero-volume

planar defect, but also results in a detachment of elements that were adjoining before

this duplication, such that, at these elements, a stress free boundary is created. The

minimum encircling radius is

rd = 5λ0, (5.4.7)

as for the large planar defect used for the ideal circular ultrasonic array example.

The chosen FE mesh comprises structured triangular plane strain elements. The

chosen mesh resolution is,

dx =
λ0

40
. (5.4.8)
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Last, the CFL condition [31] for numerical method stability is adhered to with time

step,

dt =
3

400f0

. (5.4.9)

The interpolation, symmetric averaging, and normalisation of the point scatterer

results are applied to these planar defect point scatterer superposition scattering

amplitudes.

5.4.5 Chosen method for ideal circular array image recon-

struction of heterogeneities

An image reconstruction of the heterogeneity from the scattered waveforms is ob-

tained using the total focussing method (TFM) [6]. This imaging algorithm is here

described in brief. The scattered pulses in the waveform are seen to arrive after a

given wave propagation duration. For an ultrasonic pulse that is travelling from a

given source to a given monitor, there is a circular arc of possible locations from

which the pulse could have scattered for that propagation duration. The image of

this arc forms one component of the total TFM image. The sum of all such arcs

from all source and monitor combinations yields the TFM image of the scatterer.

5.4.6 Chosen defect image reconstruction method for an-

gled ultrasonic array NDE of HDPE pipe joints

In the angled ultrasonic NDE of HDPE pipe joints, the array and water-filled wedge

configuration depicted in figure 5.4 is used. To model this, the approach of the

MBim method is used but with viscoelastic point scattering in place of MBFE

scattering. By using MBim, inspection characteristics including array and wedge

influences on ultrasonic longitudinal bulk waves are accounted for: the reflection and

refraction at the water-HDPE interface using Fermat’s principle, attenuation losses

with the use of the acoustic properties of HDPE pipe material [4] and consequent

attenuation correction that is based on wave propagation distance, and, last, wave

dispersiveness with frequency domain imaging. For this, imaging is conducted at

a number of independent frequencies, nf,im, and these images are superposed to
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Figure 5.4: Angled ultrasonic array inspection of HDPE pipe heat fused joints where the array
is offset from the bead or debeaded region of the joint and the array is mounted on an angled,
water-filled wedge directed towards the heat fusion face of the joint. The array elements are the
circles, which are separated by a pitch, p, and active aperture, A. The base height of the water
wedge is h, the array is offset axially from the fusion face by standoff, s, the wall thickness between
the outer and inner wall of the HDPE pipe is w, and the radial depth on the fusion face of the
target region is d. The water wedge is angled at θ1 from normal to the pipe outer wall. The angle
at which the maximum amplitude of the ultrasound propagates in the HDPE pipe is θ2. This is
depicted at half, once, and twice the centre frequency to show the dispersiveness of the medium;
the angle at f0/2, f0, and 2f0 are respectively the bottom, middle, and top rays.

yield the frequency domain image. Such frequency domain imaging should be a

modest correction relative to time domain imaging in the case of HDPE pipe material

because, in such viscoelastic media, dispersiveness is low, as seen in figure 5.4.
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5.5 Results

First, a MBFE validation of the Huygens-Fresnel principle approach to viscoelastic

point scatterer superposition is considered. Next is the ideal case of ultrasonic

imaging using a circular array that surrounds the heterogeneity. This is a best case

example of imaging potential heterogeneities in the example HDPE pipe material.

In this, sub-wavelength features are identified. Last, viscoelastic point scatterer

superposition is applied to waveform generation for the angled ultrasonic array NDE

image reconstruction of volumetric and planar voids in viscoelastic HDPE.

5.5.1 Finite element validation of the anisotropy of the vis-

coelastic point scatterer

In figure 5.5 are viscoelastic point and FE simulated ultrasonic longitudinal bulk

Figure 5.5: Simulated ultrasonic longitudinal bulk viscoelastic point scattering amplitudes, |ΓLL|,
varying with scattering angle, θL. The viscoelastic amplitudes are the solid curve, the isotropic
or omnidirectional amplitudes are the dashed line, the normalised FE amplitudes are given with
dot-dashed standard deviation uncertainty bounds, and the spectrum zero-padded regression to
these FE amplitudes is the dot-dashed curve. The FE defect radius is rd = 7λ0/100 and the
element size is dx = λ0/60.

viscoelastic point scattering amplitudes, |ΓLL|, varying with scattering angle, θL.

The viscoelastic amplitudes are the solid curve, the isotropic amplitudes are the
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dashed line, and the normalised FE amplitudes are given with standard deviation

uncertainty bounds – the spectrum zero-padded regression to the FE amplitudes is

the dot-dashed curve.

The viscoelastic point scatterer amplitudes are in closer agreement with the FE point

scatter amplitudes than those of the isotropic point scatterer of existing methods.

Though this method seems more accurate, there remain some differences. The FE

amplitudes are zero at 0, 90, and 180◦. This could be caused by the finite mesh size,

dx = λ0/60, or defect radius, rd = 7λ0/100, but both are considered small relative to

the centre wavelength, λ0. It could otherwise be caused by the rectangular geometry

of regular FE meshes – in this case two adjacent triangles form the rectangle. This

is more likely because this would probably be invariant with FE element size, dx.

Without these unexplained zeros at said angles in the FE results, there would be

significantly higher agreement between the scattering amplitudes of the viscoelastic

point scatterer and the FE point scatterer. This would require more data to be

validated.

5.5.2 Finite element validation of the scattering amplitudes

of viscoelastic point scatterer superposition

In figure 5.6 are simulated ultrasonic longitudinal bulk viscoelastic planar defect

scattering amplitudes, |ΓLL|, varying with scattering angle, θL. The viscoelastic

amplitudes are the crosses, the spectrum zero-padded regression to these viscoelas-

tic amplitudes is the solid curve, the normalised FE amplitudes are given with

dot-dashed standard deviation uncertainty bounds, and the spectrum zero-padded

regression to these FE amplitudes is the dot-dashed curve. The FE defect enclosing

radius is rd = 5λ0 and the element size is dx = λ0/20.

The FE scattering amplitudes again feature the zeros at 0, 90, and 180◦ found

in the FE point scatterer in figure 5.5, suggesting that the mesh geometry, not

defect geometry, is causing this. The exact cause of the discrepancies needs to be

identified and, if possible, corrected for. In the viscoelastic planar defect scattering

amplitudes there exist relatively strong specular reflections and transmissions at 0

and 180◦ angle between source and monitor respectively, which is expected for the

planar defect geometry. This is because reflected and transmitted waves has greater

amplitudes than scattered waves, such as found at the planar defect tips at 90 and
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Figure 5.6: Simulated ultrasonic longitudinal bulk viscoelastic planar defect scattering ampli-
tudes, |ΓLL|, varying with scattering angle, θL. The viscoelastic amplitudes are the crosses, the
spectrum zero-padded regression to these viscoelastic amplitudes is the solid curve, the normalised
FE amplitudes are given with dot-dashed standard deviation uncertainty bounds, and the spectrum
zero-padded regression to these FE amplitudes is the dot-dashed curve. The FE defect enclosing
radius is rd = 5λ0 and the element size is dx = λ0/20.

270◦, through equation (5.3.2).

5.5.3 Ideal circular array image reconstruction of volumet-

ric and planar voids in viscoelastic HDPE

Presented here are reconstructed images of simulated two-dimensional volumetric

and planar voids, or defects, in the example viscoelastic, HDPE material in which

the waveforms are generated using the superposition of viscoelastic point scatterers

by implementing Huygens superposition and Fresnel refraction. In all images, the

single scattering criterion of equation (5.3.3) is met.

The defect image reconstructions are seen in figures 5.7 to 5.9. In figure 5.7, a small,

rough, two-dimensional volumetric defect, with a minimum encircling radius per

wavelength of rD/λ0 = 0.5 is reconstructed with use of viscoelastic point scatterers,

from equation (5.3.1). The defect is well represented with minimal imaging artefacts

or anomalies and its geometric contours are clearly distinguishable down to lengths
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Figure 5.7: Image reconstruction of a small, rough, two-dimensional volumetric defect with use
of viscoelastic point scatterers with ultrasonic bulk longitudinal and shear wave anisotropy and
orthogonality, from equation (5.3.1). The defect enclosing radius is rD/λ0 = 0.5, for a wavelength
at centre frequency, λ0 = 1.08mm. The spacing per wavelength of the point scatterers is dx/λ0 =
0.03, in adherence to equation (5.3.3). The number of independent source or monitor locations
is NSM = 12. The image amplitudes of the defects represented from longitudinal transmitted
and received pulses, ILL, have a scale that is quantified on the right greyscale. The dots are the
locations of each point scatterer.

below its half-wavelength radius. Amplitude and phase information are retained in

the image and therefore the image of the void is correctly close to negative unity in

amplitude [25] and increases towards zero away from the defect.

Next, in figure 5.8, a small, planar volumetric defect, with a minimum encircling

radius per wavelength of rD/λ0 = 0.5 is reconstructed with use of viscoelastic point

scatterers, from equation (5.3.1). As for the rough, volumetric defect of figure

5.7, the small, planar defect is well represented with minimal imaging artefacts

or anomalies and its geometric contours are clearly distinguishable down to lengths

below its half-wavelength radius.

Last, in figure 5.9, a large, planar volumetric defect, with a minimum encircling

radius per wavelength of rD/λ0 = 5 is reconstructed. Again, as for the rough,

volumetric defect of figure 5.7 and the small, planar defect of figure 5.8, the large,

planar defect is well represented with few imaging artefacts and minimal anomalies.
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Figure 5.8: Image reconstruction of a small two-dimensional planar defect with use of viscoelastic
point scatterers with ultrasonic bulk longitudinal and shear wave anisotropy and orthogonality,
from equation (5.3.1). The defect enclosing radius is rD/λ0 = 0.5. All other parameters are the
same as in figure 5.7.

The geometric contours of this heterogeneity are clearly distinguishable down to

lengths below its wavelength at centre frequency, λ0.

It is noted that a large, volumetric defect would, with currently available computa-

tional technology, need to be simulated with a point scatterer spacing approaching

the criterion of equation (5.3.3) to avoid problems caused by limitations in available

random access memory. Such achievable accuracy would increase with advance-

ments in computational technology. Similarly, by this method, volumetric defects

in three dimensions that are small or large will only currently be representable with

reduced accuracy.

5.5.4 Angled ultrasonic array NDE image reconstruction of

volumetric and planar voids in viscoelastic HDPE

For this example, angled ultrasonic array NDE of HDPE pipe joint simulated defects,

the array has 32 elements, with pitch, p = 1mm, and the ultrasonic bulk longitudinal

wave centre frequency is f0 = 2MHz.
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Figure 5.9: Image reconstruction of a large two-dimensional planar defect with use of viscoelastic
point scatterers with ultrasonic bulk longitudinal and shear wave anisotropy and orthogonality,
from equation (5.3.1). The defect enclosing radius is rD/λ0 = 5. All other parameters are the
same as in figure 5.8.

In figure 5.10, viscoelastic point scatterer superposition simulated images of an-

gled ultrasonic array NDE of defects in HDPE pipe joints are shown. The circles

and lines are the volumetric and planar viscoelastic point scatterer defect locations

respectively. The rough debeaded surface of figure 5.4 is simulated with viscoelas-

tic points at the inner wall, x = 100mm. Also, the effect of temperature on the

acoustic properties of HDPE pipe material [2], and therefore the ultrasonic array

image of HDPE pipe joint defect inspection, is exhibited through a difference in

temperature, ∆T , given as input to obtain the acoustic properties of the waveform

generation and given as input to obtain the acoustic properties used in imaging.

Also, propagation distance attenuation correction, AC, is first not applied, then ap-

plied. Last, frequency domain imaging is seen, where the number of independently

imaging frequencies is nf,im.

In the leftmost image, where there is a temperature discrepancy between waveform

generation and imaging and where attenuation correction is not applied, the defects

are visible at high inspection angles – shallow through wall depths – but not where
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Figure 5.10: Viscoelastic point scatterer superposition simulated images of angled ultrasonic
array NDE of defects in HDPE pipe joints. The circles and lines are the volumetric and planar
viscoelastic point scatterer defect locations respectively. The rough debeaded surface of figure 5.4
is simulated with viscoelastic points at the inner wall, x = 100mm. Far left: ∆T = 10◦C, AC = 0,
nf,im = 1. Centre left: ∆T = 10◦C, AC = 1, nf,im = 1. Centre right: ∆T = 0◦C, AC = 1,
nf,im = 1. Far right: ∆T = 0◦C, AC = 1, nf,im = 15.

attenuation is higher because propagation paths are longer. Also, the defect signa-

tures drift to the right of the fusion face of the HDPE pipe joint, x = 0, where the

defects are located, because of the temperature discrepancy.

In the centre left image, attenuation correction is applied. Consequently, all defects

are visible. The lateral resolution inherently reduces with distance from the array

– higher depths. The defects signatures drift up to five millimetres from the defect

locations. Also, some added noise is made visible by the attenuation correction at

the high inspection depths.

The centre right image features a consistent temperature for waveform generation

and imaging and attenuation correction. Here the planar and volumetric defects are

located and resolved with high accuracy, but, again, with inherently reduced lateral

resolution for high depths. A signature from the debeaded surface is also present at

the bottom left of the image.

Last, the rightmost image is a frequency domain image with consistent temperature

and attenuation correction. This is similar in all but one way to the centre right

image, which is because the dispersiveness of HDPE pipe material is low; relative
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to time domain image of the centre right image, there may be slight resolution

improvement at all depths. Improvements to resolution or signal-to-noise ratio would

be more pronounced in a more dispersive medium than HDPE pipe material. As

can be seen from left to right, a blended attenuation correction could also provide a

more uniform defect signature signal strength with depth, but the parameterisation

of such blending would necessarily depend on the inspection configuration.

5.6 Conclusions

The Huygens-Fresnel principle is applied to generalise the simulation of ultrasonic

attenuative pulse scattering from two-dimensional volumetric and planar hetero-

geneities, exemplified with voids, for which the anisotropy and orthogonality of

longitudinal and shear wave emission from a point region in a solid is accounted for

with the introduction of viscoelastic point scatterers. The viscoelastic point scat-

terer method is supported with evidence by finite element (FE) analysis – first, the

applicability of the anisotropy of the viscoelastic point scatterers for longitudinal

wave incidence and scattering and, second, the scattering amplitudes obtained with

viscoelastic point scatterer superposition for longitudinal wave incidence and scatter-

ing. Further, image reconstruction in an example viscoelastic medium, high-density

polyethylene (HDPE), is conducted with viscoelastic point scattering to demonstrate

sub-wavelength features of heterogeneities in an ideal ultrasonic circular array imag-

ing setup. Last, this scattering approach is demonstrated with simulated waveform

generation and imaging in a HDPE pipe joint setup for the nondestructive evaluation

of potential defects.
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Chapter 6

Automated and antidispersive

coherent and incoherent noise

reduction of waveforms that

contain a reference signal

The formulation, implementation, and evaluation of some concepts covered in chap-

ter will be published Open Access as: J.S. Egerton, M.J.S. Lowe, and P. Huthwaite,

Automated and antidispersive coherent and incoherent noise reduction of waveforms

that contain a reference signal, NDT&E International, [Under review].

6.1 Abstract

Fully automated and antidispersive noise reduction of a waveform containing a ref-

erence signal is often necessary for more efficient, accurate, and reliable interpreta-

tion of signals – such as highly attenuated waves in ultrasonic NDE. This author

proposes two methods, pulse specification (PS) and coherent enhanced pulse spec-

ification (CEPS), for improving the signal-to-noise ratio (SNR) of coherent pulse

amplitudes against both incoherent and coherent noise, as well as apply antidis-

persive pulse generation (APG) to localise the pulse upon reception. This author

has demonstrated their effectiveness using two examples of ultrasonic inspection,

by comparison with established methods. This has benefits in applications such as

NDE, medical ultrasonics, seismology, and acoustics.
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This author deconvolves waveforms using a reference signal time-windowed from

said waveforms. These waveforms are convolved with pulses that have centre fre-

quencies and bandwidths that are optimally and automatically specifiable for that

unprocessed waveform. This author combines independent measurements of the

waveforms using PS and CEPS to maximise the coherent pulse amplitude of known

scatterers and minimise the noise content. CEPS also enhances the coherent scat-

terer amplitude to significantly greater than achieved using an established filtered

time shift method – where the time shift is subjective. Unlike such time shift meth-

ods, PS and CEPS do not reduce the amplitude of the coherent pulses of scattered

signals when reducing noise.

6.2 Introduction

Many signals captured and processed live contain dominant noise, including, for

example, ultrasonic, infrasonic, and audible sound waves recorded in nondestructive

evaluation (NDE), medical ultrasonics, seismology, and acoustics.

If this unwanted noise is present in the signal, all desired, noise-free content of the

signal is somewhat obscured. When processing such signals to reduce noise, the

reduction of content at undesired frequencies, without reduction at desired frequen-

cies, from the signal, is optimal. Generally, such processing should be automatable,

and therefore have low subjectivity, low sensitivity to variations in key parameters,

and high repeatability. The noise reduction aim is distinct from that of ubiquitous

de-noising in that I aim for low, not zero, noise and therefore finite, not infinite,

signal-to-noise ratio.

Further to this, combined, independent measurements of such signals are often ob-

tained for validation of repeatability, for noise reduction, and many other reasons.

In such cases, the combination of these signals may or may not retain the desired

signal content, dependent on the combination procedure.

Past approaches to reduction of low and high frequency noise content involve sum-

mation in the time or frequency domains of repeat measurements of signals, with or

without a constant, subjective time shift applied to all wave pulses. Generally, in

the latter, time shift coherent average, methods, the time shift will be based on tem-

poral characteristics of a reference pulse that is common to each waveform record,

such as the time when its peak amplitude occurs, the zero-crossing time between its

187



main positive and negative peaks, or the time when the maximum amplitude of its

Hilbert transform occurs, such as in [1].

Conventional frequency filtering reduces certain parts of the signal spectrum, such

that it partially reduces both incoherent and coherent content at low and high

frequencies. A filter with highly specific frequencies at which reduction occurs (cor-

ner frequencies) and gradients of reduction at the corner frequencies (roll-offs) can

achieve high reduction in undesired frequencies with low reduction in desired fre-

quencies. However, this process is highly sensitive to these four or more key pa-

rameters. The optimum reductions in desired and undesired signal content also

necessitates a subjective decision between maximising coherent signal amplitude

and maximising noise reduction.

In the noise reduction of signals in geophysics and seismology, radio transmission,

nuclear magnetic resonance imaging, coded sequences, and many other fields, it

is common to use correlation or convolution techniques, in a procedure sometimes

referred to as ‘deconvolution interferometry’, as instructively reviewed and demon-

strated in [2–8]. This may be achieved by a class of deconvolution filters, for which

the Wiener filter is considered widely applicable [9]. Further, introduction of a syn-

thetic pulse, often known as a wavelet, allows a synthetic signal to be produced

[10–12]. Such wavelets include Gaussian (Morlet) [13] and second order deriva-

tive Gaussian (Ricker) [14] envelopes applied to sinusoids. Noise reduction is also

achieved through the input of coded sequences applied to NDE inspections [15].

Many of the above applications of deconvolution to noise reduction require signifi-

cant subjective or circumstantially specific input, often owing to the relatively high

complexity of many of the procedures. Some convolution techniques are computed

in the time domain, which is more cumbersome to implement than in the frequency

domain, and may also be less computationally efficient for live implementation. The

iterative and adaptive convolution approaches require a user to specify time ranges

within which all pulses occur, and the former requires a specified number of itera-

tions. Some of the above techniques require conventional filtering of the recorded

signals, which is a procedure that is sensitive to multiple specified parameters. The

potential for coherent enhancement of pulses to yield pulse amplitudes greater than

can be achieved using coherent averaging is yet to be presented. Approaches some-

times involve the addition of specific synthetic noise types, for example a constant

temporal drift, that is then removed again by filtering, rather than the filtering of
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noise inherent in such measurements.

The procedure of this author automatically reduces low and high frequency noise

without reducing desired pulse amplitudes. This author deconvolves recorded signals

with reference signals that are time-windowed from these signals to obtain transfer

functions. These transfer functions are convolved with a synthetic pulse (wavelet)

of a similar centre frequency and bandwidth to the reference pulse specifications

(PS), to yield a specified, synthetic signal that retains the relative amplitude and

phase of the transfer function. These specified signals feature coherent pulse content

where such existed in the unprocessed signals, and much reduced noise content.

Using a mean average, these specified signals can be combined to one coherent

signal, with greater coherent pulse content than would exist in a coherent average

of the unprocessed signals, even if optimum frequency filtering were applied to these

unprocessed signals. Further to this, this author provides the option of coherent

enhanced pulse specification (CEPS) of the waveform. This yields an increase in the

coherent pulse amplitude but with a loss of information about the relative amplitudes

of separate coherent pulses, achieved using the latter option. Therefore, the potential

use of CEPS is specific to applications when maximal signal-to-noise ratio (SNR) is

crucial.

The approach of this author to noise filtering and coherent enhancement is com-

pared with the time shift approach this author found to have the highest SNR –

peak alignment of the maximum amplitude of the Hilbert transform of the pulse,

including also specific, optimised filtering. This is the most suitable comparator for

the application of this author, given the various reasons for the above correlation

and deconvolution techniques being inapplicable or unsuitable.

For the first, incoherent noise reduction example, this author obtains independent,

repeat measurements of ultrasonic waves scattered from cylindrical voids in a vis-

coelastic NDE ‘calibration block’ cut from a high-density polyethylene (HDPE) pipe.

This author also varies the unprocessed signal recording procedure, such that 10, 32,

100, 316, and 1000 coherent time average waveforms are obtained and analysed. The

high noise reduction achieved by the approach of this author renders few coherent

time averages feasible in circumstances where many averages would have previously

been necessary to achieve acceptable SNR. Further to this, by design, CEPS should

readily be capable of improving scatterer detection systems, by allowing potential

signals from interrogated geometries or defects to be detected with a higher probabil-
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ity of detection (PoD), without significant change to probability of false call (PFC).

This is of great importance because ultrasonic inspection of viscoelastic media has

wide and growing applications that include medical examination of body tissues;

NDE of composites, used for example, in aerospace engineering; and the example

of polymer pipes, used, internationally for liquids transportation. Further to this,

recording viscoelastic waveforms is a crucial aspect of seismological and geophysical

studies.

The second, coherent noise reduction, example is a coarse grained metal alloy block

with parallel faces. The large grain size results in significant coherent grain scatter

than produces noise that cannot be reduced via coherent time averaging.

For the first, incoherent noise reduction example, in section 6.3.1, this author cov-

ers the theory required to formulate the method of this author for incoherent noise

reduction and coherent enhancement using pulse specification; in section 6.3.2, the

approaches of this author to PS and CEPS are described for incoherent noise reduc-

tion; in section 6.3.3, this author shows how the method of this author decreases

incoherent noise and increases the coherent pulse amplitudes of known scatterers,

beyond what is capable with time shift approaches.

Section 6.4 follows the same structure as section 6.3, but for the second example of

coherent noise reduction. The principles of the method of this author are in section

6.4.1; the implementation of the method of this author are in section 6.4.2; and the

results and analysis are in section 6.4.3.

In section 6.5, conclusions are drawn and suggestions are made about when best to

apply PS or CEPS.

6.3 Incoherent noise reduction example

6.3.1 Principles of method

Within the formulation of the procedure of this author, this author uses a Hilbert

transform to window pulses from waveforms and find maxima of pulses; the spectra

of the windowed pulses are deconvolved and convolved with other spectra; and the

signal-to-noise ratio (SNR) is obtained for evaluated pulses.
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The Hilbert transform is here defined using the following convention

Hilbert(·) = (·) + i(·) exp

(
iπ

2

)
. (6.3.1)

Signal convolution (+) and deconvolution (−) in the frequency domain may be

defined using multiplication or division of the signal spectra, S1(f) and S2(f), as

follows,

H±(f) = S1(f)S±1
2 (f), (6.3.2)

where f is the signal frequency and the convolved or deconvolved waveform is the

inverse Fourier transform of H±(f).

In the wave propagation and scattering example, the signal S2(f) is the spectrum

of the reference signal and S1(f) is the spectrum of the entire waveform, containing

multiple wave pulses. These waveforms are deconvolved using their own noisy refer-

ence pulses to obtain their transfer function, H−PS(f), convolved with a noiseless, PS

reference, then coherently averaged to produce one mean waveform that has had its

incoherent noise reduced and has high coherent pulse amplitude. The PS reference

pulse may be any localised pulse with similar centre frequency and pulse duration, or

equivalently frequency bandwidth, to the input pulse. For the automated noise re-

duction system of this author, the centre frequency and pulse duration are obtained

from the time-windowed, noisy reference pulse.

To produce a CEPS waveform, the following transfer function is used,

H−CEPS(f) =
H−PS(f)

|H−PS(f)|m
(6.3.3)

where m is the amplitude normalisation order.

The maximum amplitude of the Hilbert transform of an array of variables is

mah(·) = max(|Hilbert(·)|). (6.3.4)
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Respectively, the signal and noise peak amplitudes are defined,

mahVs,n = mah(Vs,n), (6.3.5)

where Vs,n are the signal and noise voltages within the waveform obtained, at, and

distant from, the four wave pulses of figure 6.1.

The SNR is here defined, with voltages not squared voltages, to be,

SNR =
mahVs
mahVn

. (6.3.6)

Where there is available an accurate description of the frequency dependence of

wave phase velocity, vp, in a medium, as for ultrasound in HDPE pipe material [4],

it is possible to transmit a pulse that is maximally localised upon reception, using

a chosen target propagation distance of a pulse, x, such as the path via the region

where SNR is lowest, and using the antidispersive pulse generation (APG) transfer

function,

HAPG = exp

[
−i
(

2πf

vp
− 2πf

vp0

)
x

]
, (6.3.7)

given that vp0 = vp(f0) and f0 is the pulse centre frequency.

6.3.2 Implementation of method

This author analyses different specified pulse characteristics, including their pulse

envelopes, centre frequencies, and bandwidths (number of cycles), to highlight that

the incoherent noise reduction and coherent enhancement procedure of this author

is fully automated.

The wave propagation and scattering example, where six spatially independent mea-

surements are taken, for 10-1000 coherent time averages, is shown in figure 6.1. The

incident ultrasonic pulse reflects off the flat faces and scatters off the 6mm diameter

(5.5 centre wavelengths), cylindrical, air-filled void. The reference signal spectrum of

equation (6.3.2), S2(f) = SF1(f), is here the front wall spectrum and S1(f) = S(f)
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is here the spectrum of the entire waveform, containing the spectrum of all four

received pulses.

Figure 6.1: A cartoon of the immersion tank, ultrasonic setup used to obtain the waveforms.
The dot-dashed region is cut out from the main cartoon. The ultrasonic pulser is p, the high-
density polyethylene (HDPE) pipe sample, is s, the centrally located 6mm diameter (5.5 centre
wavelengths), cylindrical, air-filled void is c, the front wall reflection of the ultrasound from the
sample is F1, the back wall reflection is B1, the first scatter from the cylinder is C1 and, from C1,
after rebounding once more from the front wall and the scatterer, the second scatter, C2, exits the
sample towards the pulser. Three spatially independent measurements are taken in the y-direction
for the top and bottom of the sample, each as the front wall, resulting in a total of six independent,
repeat measurements. The six measurements are recorded with 10 coherent time averages and then
all repeated for 32, 100, 316, and 1000.

The reference signal F1(t) is automatically time-windowed by finding the maximum

amplitude of the Hilbert transform of the entire waveform and centring the window

there. This windowing is performed for the six repeat measurements, such that each

SF1(f) is obtained. These and S(f) are deconvolved using equation (6.3.2), to obtain

six transfer functions, H−PS(f). An input pulse with automatically specified centre

frequency and bandwidth to SF1(f), but of general envelope, is convolved with

each H−PS(f) to obtain specified, synthetic spectra. The chosen pulse types have

the following envelopes, cosine (Hann), automated filtered Hann, Blackman-Harris

[4, 27], Gaussian (Morlet), and second derivative Gaussian (Ricker). The automated

Hann filtering is achieved by setting high- and low-pass filter corner frequencies

at the local minima respectively at the lower and higher frequency sides of the
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peak spectral amplitude. This may be considered conceptually as optimal noise

reduction as preparation of a suboptimal specified pulse. However, it is favourable

to the refinement of the Hann pulse to specify a pulse with the desired spectral

characteristics, such as the Blackmann-Harris or the Gaussian pulse. Next in the

automated noise reduction procedure, the mean average of the six PS or CEPS

spectra is taken, and then the inverse Fourier transform, to obtain a waveform with

pulse specification that reduces incoherent noise without reducing pulse amplitudes

with the waveform, unlike time shift coherent average methods and conventional

frequency filtering. Further to this, the coherent amplitude of pulses within the

waveform are enhanced relative to the incoherent signal amplitude, using H−CEPS(f)

of equation (6.3.3). For incoherent noise reduction, PS and CEPS pulses are applied

to the signal both with and without the APG transfer function of equation (6.3.7),

because accurate frequency dependence of the ultrasonic phase velocity of HDPE

pipe material is provided in [4].

The comparator is a time shift, chosen to be that which makes the six mah(F1(t))

coincident in time, followed by coherent averaging, followed by low- and high-pass

frequency filtering using the sum of two hyperbolic tangent functions [18], with low

and high corner frequencies and roll-offs optimised for greatest SNR without a large

reduction in mahVs .

When coherent noise is low or negligible, and incoherent noise is significant in a

waveform, it is useful to evaluate the performance of the automated noise reduction

system of this author for a range of initial, unprocessed incoherent noise amounts.

Therefore, the specified waveforms with 10-1000 coherent time averages are validated

against the chosen comparator using the signal-to-noise ratios, SNRs. The lowest

SNR pulse, C2, is most difficult to discern from the noise and therefore chosen for the

following analysis of SNRs achieved by the PS and CEPS pulses and the comparator

method with specific, optimised filtering and without. The suitability of different

pulse (wavelet) spectra is analysed and the influence of this on specified signal quality

is demonstrated. This analysis includes the influence of the automated-filtering (AF)

of frequency side lobes from the pulse spectra. For which, it should be noted that

the input pulse AF for side lobe removal adds negligible specificity; full spectrum

noise filtering is highly specific to the parameters used.
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6.3.3 Results & analysis

The method for incoherent noise reduction described in section 6.3.2 is implemented,

for which the results are here analysed. The unprocessed and conventional frequency

filtered waveforms are first provided for both 10 and 1000 coherent time averages,

next are the PS and CEPS results for 10 and 1000 coherent time averages, followed

by the spectral amplitudes and phases of the unprocessed results, the frequency

filtered results, and the PS and CEPS results, and last is quantified SNRs of the

comparator methods and the PS and CEPS methods for 10-1000 coherent time

averages.

In figure 6.2, the six time shifted waveforms with 10 coherent time averages, their

means, and their filtered means are shown. Because in HDPE attenuation increases

with frequency, these conventionally filtered means, used throughout the HDPE ex-

ample, have filter centre frequencies near to 2.1MHz after wave propagation, which

is below the input centre frequency of 2.25MHz. The centre of the filter is au-

tomatically determined for highest SNR, in this method. Similarly, bandwidth is

determined automatically, which, for the example of HDPE, is near to plus and

minus a factor of two of centre frequency. The six waveforms have much noise at a 5

millivolt level that significantly obscures C2 (at t = 41.5µs) and B1 (at t = 46.7µs).

Because the waveforms are time shifted for equal maximum amplitudes of their

Hilbert transforms, their means do not change the shape or amplitude of F1 and C1

significantly. The pulses, C2 and B1, in the mean waveforms, are partially distin-

guishable from the surrounding incoherent noise – where noise is expected to reduce

by a factor
√

6. The bottom row is obtained by applying a specific corner frequency

and roll-off. There is necessary subjectivity in the selection of the frequencies at

which these parameters occur for continuous, multifaceted spectra such as those

of waveforms containing multiple pulses. The corner and roll-off are therefore se-

lected based on a compromise between maximising incoherent noise reduction and

reducing coherent pulse amplitudes by an acceptably small amount. To reduce the

incoherent noise to discern C2 and B1 from the noise, the waveform in the bottom

row has a maximum amplitude of its Hilbert transform of F1 that is 86.8% of the

mean waveform. This is a loss in coherent pulse amplitude of 13.2%.

In figure 6.3, the six time shifted waveforms with 1000 coherent time averages,

their means, and their filtered means are shown. The reduction in incoherent noise

195



Figure 6.2: Unprocessed waveforms with 10 coherent time averages. Left column: Pulse F1.
Middle column: Pulse C1. Right column: Pulse C2 then B1. Top row: six waveforms time shifted
using chosen comparator method. Middle row: the mean of the six time shifted waveforms. Bottom
row: the optimised filtered mean of the six time shifted waveforms, with specific corner frequencies
and roll-offs.

from 10 to 1000 coherent time averages is of the order 10 and the noise in the six

waveforms is at a millivolt level, and approximately a factor
√

6 less than this for

the mean waveform. The pulses C2 and B1 are highly distinguishable from the

incoherent noise in the six waveforms, their mean, and their filtered mean. The

filtered coherent pulse amplitudes as percentages of F1 are the same for 1000 as 10

coherent time averages.

In figure 6.4, the example pulse specifications, for transfer functions that are ob-

tained from the waveforms with 10 coherent time averages, are shown. In the Hann

PS waveform, C2 is indiscernible and B1 is partially discernible, but significant noise

remains in the signal, including high frequency noise and low frequency drift. The

Hann CEPS waveform has similar features but with a significantly greater coher-

ent pulse amplitude of C2. The Hann PS and CEPS waveform that has had its

frequency side lobes removed using an automated filtering process has significantly

less low and high frequency noise relative to without AF. In the Blackman-Harris PS

and CEPS waveforms, B1 is highly distinguishable from the surrounding noise. The

pulse phases of C2 and B1 are partially obscured relative to those in the six wave-

forms with 1000 coherent time averages in figure 6.3. For 10 coherent time averages,

C2 in the Blackman-Harris PS and CEPS waveforms is marginally distinguishable
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Figure 6.3: Unprocessed waveforms with 1000 coherent time averages. Left column: Pulse F1.
Middle column: Pulse C1. Right column: Pulse C2 then B1. Top row: six waveforms time shifted
using chosen comparator method. Middle row: the mean of the six time shifted waveforms. Bottom
row: the optimised filtered mean of the six time shifted waveforms, with specific corner frequencies
and roll-offs.

from the noise. The same conclusions can be drawn for the Gaussian waveforms as

for Blackman-Harris, but more low frequency noise is present in the Gaussian signal.

The short duration Ricker pulses in the PS and CEPS waveforms have dispersed sig-

nificantly in C1, and C2 and B1 are unresolvable because of high dispersion and low

and high frequency noise content. Also, significant high frequency noise is present.

The non-AF PS waveforms have a maximum amplitude of their Hilbert transforms

of F1 that is 99.8% of the mean waveform. This is a loss in coherent pulse amplitude

of 0.2%. The AF Hann PS has a coherent pulse amplitude increase of 1.1% of F1.

Next, in figure 6.5, the example pulse specifications, for transfer functions that are

obtained from the waveforms with 1000 coherent time averages, are shown. In the

Hann PS waveform, C2 is indiscernible and B1 is partially discernible, high frequency

noise is very low, but very large low frequency drift is present. In the Hann CEPS

both C2 and B1 are partially discernible. In the AF Hann PS waveform, C2 and B1

are very pronounced and incoherent noise is highly reduced. The AF Hann CEPS

waveform have a highly coherent enhanced C2. The Blackman-Harris and Gaussian

PS waveforms have similar C2 and B1 pulse shaped to the six waveforms in figure

6.3, but with a very high reduction in incoherent noise, while more low frequency

noise is present in the Gaussian signal. The Blackman-Harris and Gaussian CEPS
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Figure 6.4: Automated noise reduction of the waveforms with 10 coherent time averages. Solid
curves are PS and dashed curves are CEPS. Left column: Pulse F1. Middle column: Pulse C1.
Right column: Pulse C2 then B1. First row: cosine (Hann). Second row: cosine (Hann) with
AF used to remove frequency side lobes. Third row: Blackman-Harris. Fourth row: Gaussian
(Morlet). Fifth row: Second derivative Gaussian (Ricker).

waveforms has a highly coherent enhanced C2. The short duration Ricker pulse PS

waveform has dispersed significantly in C1, and C2 and B1 are unresolvable because

of high dispersion and low and high frequency noise content. The coherent pulse

amplitude percentages of F1 are the same for 1000 as 10 coherent time averages.

Shown in figure 6.6, are the example antidispersive pulse specifications, for transfer

functions that are obtained from the waveforms with 1000 coherent time averages.

The F1 pulses have reduced phases relative to those of figure 6.5. It is evident that

the target pulses C2 have phases close to those of the input pulses, F1, of figure 6.5

and, also, the pulse is maximally localised at C2.

From the above conclusions, AF Hann, Blackman-Harris, and Gaussian appear to

be highly useful pulse types for optimally reducing incoherent noise, retaining pulse

characteristics, and producing high coherent enhancement in the lowest SNR pulse,

C2. The highly specific, optimised filtering time shift method can reduce incoherent

noise, but not without a significant reduction in coherent pulse amplitude. The

PS waveforms feature negligible change in coherent pulse amplitude, other than AF

Hann, which slightly increases coherent pulse amplitude. Also, the CEPS waveforms

feature enhancement of coherent pulse amplitude for C2.

In figure 6.7, the Hann and automated filtered Hann spectrum amplitudes have
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Figure 6.5: Automated noise reduction of the waveforms with 1000 coherent time averages. Solid
curves are PS and dashed curves are CEPS. Left column: Pulse F1. Middle column: Pulse C1.
Right column: Pulse C2 then B1. First row: cosine (Hann). Second row: cosine (Hann) with
AF used to remove frequency side lobes. Third row: Blackman-Harris. Fourth row: Gaussian
(Morlet). Fifth row: Second derivative Gaussian (Ricker).

Figure 6.6: Automated noise reduction of the waveforms with 1000 coherent time averages. Solid
curves are APG PS and dashed curves are APG CEPS. Left column: Pulse F1. Middle column:
Pulse C1. Right column: Pulse C2 then B1. First row: cosine (Hann). Second row: cosine (Hann)
with AF used to remove frequency side lobes. Third row: Blackman-Harris. Fourth row: Gaussian
(Morlet). Fifth row: Second derivative Gaussian (Ricker).

similar dominant frequency content and similar bandwidth – number of cycles in

time domain – to the unprocessed waveforms; the PS bandwidth can readily be

specified to match that of the unprocessed waveforms. The Hann amplitudes have
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significant high and low frequency side lobes that contribute to the corresponding

poor quality Hann signal in figures 6.3 and 6.4. The AF Hann pulse has the frequency

side lobes optimally removed using hyperbolic tangent filters with steep roll-offs.

This increased the quality of the AF Hann signals relative to the Hann signals. This

filtering has minor effect on the phase at dominant frequencies and creates no major

phase discontinuities for frequencies of non-negligible amplitude. The Blackman-

Harris spectrum amplitudes are highly similar to those of the unprocessed signals

and this smooth reduction in amplitude extends to low and high frequencies where

there is significant noise in the unprocessed signals. This results in high signal

quality in figures 6.3 and 6.4. Phase is smooth and continuous for frequencies of

non-negligible amplitude. This is important because, at frequencies where high

spectral amplitudes exist, smooth and continuous variation of spectral phase with

frequency is necessary to well-represent a localised signal. The Gaussian spectrum

amplitudes has strong automatic high frequency noise reduction but features higher

amplitudes in the low frequency noise region than Blackman-Harris. The phase is

comparable to Blackman-Harris. The Ricker pulse has moderate high frequency

automatic filtering but greatly amplifies low frequency noise. The phase is smooth

and continuous for frequencies of non-negligible amplitude. The comparator time

shift method with specific filtering parameters successful reduces the low and high

frequency noise content of the spectrum amplitudes, but the filtering also extends

into the dominant frequency region. This results in reduction of coherent pulse

amplitude. The phase is smooth and continuous for frequencies of non-negligible

amplitude.

AF Hann, Blackman-Harris, and Gaussian have desired spectral qualities for auto-

matic incoherent noise reduction. This correlates with their high quality signals in

figures 6.3 and 6.4. Hann and Ricker amplify, or suboptimally filter, one or more

noise region, and therefore their signals are degraded relative to those of AF Hann,

Blackman-Harris, and Gaussian. The comparator time shift method has been op-

timised for good noise reduction, but at the cost of reduction in coherent pulse

amplitude.

In figure 6.8, the SNRs of PS AF Hann, Blackman-Harris, and Gaussian are gener-

ally higher than the comparator method without filtering and can be higher than

the comparator method specific, optimised filtering. The SNRs of CEPS AF Hann,

Blackman-Harris, and Gaussian, generally, further improve on this. The shaded
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Figure 6.7: Unprocessed waveforms with 10 coherent time averages, and the automated noise
reduction of said waveforms. Dashed curves are the mean spectra of the six time shifted waveforms,
dotted curves are the filtered mean spectra of the six time shifted waveforms, solid curves are the
PS spectra, and dot-dashed curves are the AF cosine (Hann) PS spectra. Top row: spectrum
amplitudes. Bottom row: spectrum unwrapped phases. First column: cosine (Hann) and AF
Hann. Second column: Blackman-Harris. Third column: Gaussian (Morlet). Fourth Column:
Second derivative Gaussian (Ricker).

region bounded by dashed line marks the range of SNRs achievable by the compara-

tors methods, and how certain PS and CEPS methods improve upon those SNRs.

The APG SNRs generally exceed cases without for the highest SNR pulse types, AF

Hann and Blackman-Harris, especially in the most pertinent, low SNR examples.

6.4 Coherent noise reduction example

6.4.1 Principles of method

The principles behind the coherent noise reduction method of this author are the

same as described in section 6.3.1, but there is only one waveform recorded, not six,

and therefore the mean is not taken and time shifts are not applied.

6.4.2 Implementation of method

The implementation of the coherent noise reduction method of this author are the

same as described in section 6.3.1, other than the following differences. There is only

a waveform with 3162 coherent time averages, not 10-1000. This is because 3162
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Figure 6.8: Crosses are the shift method SNRs, circles are PS SNRs, and diamonds are CEPS
SNRs. The region bounded by the dashed curve represents the range between mean and filtered
mean shift method SNRs. Top row, columns 1-3: unprocessed waveforms with 10-100 coherent
time averages. Bottom row, columns 1 and 2: unprocessed waveforms with 316 and 1000 coherent
time averages. The shaded region bounded by dashed line marks the range of SNRs achievable
by the comparators methods, and how certain PS and CEPS methods improve upon those SNRs.
Methods, A – mean of SNRs of shifted C2, B – SNRs of mean of shifted C2, C – SNRs of filtered
mean of shifted C2, D – SNRs of PS Hann, E – SNRs of PS automated-filtered Hann, F – SNRs of
PS Blackman-Harris, G – SNRs of PS Morlet, H – SNRs of PS Ricker, I – SNRs of CEPS Hann,
J – SNRs of CEPS automated-filtered Hann, K – SNRs of CEPS Blackman-Harris, L – SNRs of
CEPS Morlet, and M – SNRs of CEPS Ricker

coherent time averages is sufficient to reduce coherent noise to negligible amounts

within the initial, unprocessed waveforms, such that the performance of the auto-

mated noise reduction system of this author can here be evaluated for solely coherent

noise reduction. The input frequency is 5MHz not 2.25MHz. This is because the

very high material damping in HDPE, that necessitated the prior selection of a

2.25MHz ultrasonic transducer, is not present in the coarse grained metal alloy, and

so 5MHz is a suitable input centre frequency. The received waveforms do not include

the scattered pulses C1 and C2 of figure 6.1. This is because there is no cylindrical

void in the coarse grained metal alloy sample, only parallel front and back faces.

6.4.3 Results & analysis

The method for coherent noise reduction described in section 6.4.2 is implemented,

for which the results are here analysed. The unprocessed and conventional frequency

filtered waveforms are first provided for 3162 coherent time averages, next are the
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PS and CEPS results for 3162 coherent time averages, followed by the spectral

amplitudes and phases of the unprocessed results, the frequency filtered results, and

the PS and CEPS results, and last is quantified SNRs of the comparator methods

and the PS and CEPS methods.

In figure 6.9, the unprocessed waveform with 3162 coherent time averages and its

filtered mean is shown. The unprocessed waveform has significant coherent noise

due to grain scatter, as well as low frequency drift. The back wall reflection, B1 (at

t = 13.4µs) is clearly distinguishable from the noise. The bottom row is obtained

by applying a specific corner frequency and roll-off. There is necessary subjectivity

in the selection of the frequencies at which these parameters occur for continuous,

multifaceted spectra such as those of waveforms containing multiple pulses. The

corner and roll-off are therefore selected based on a compromise between maximising

coherent noise reduction and reducing coherent pulse amplitudes by an acceptably

small amount. To optimally reduce low and high frequency coherent noise, the

waveform in the bottom row has a maximum amplitude of its Hilbert transform of

F1 that is 98.8% of the mean waveform. This is a loss in coherent pulse amplitude

of 1.2%.

Figure 6.9: Unprocessed waveforms with 3162 coherent time averages. Left column: Pulse F1.
Right column: Pulse B1. Top row: unprocessed waveform. Bottom row: the optimised filtered
waveform, with specific corner frequencies and roll-offs.

In figure 6.10, the example pulse specifications, for transfers functions that are

obtained from the waveforms with 3162 coherent time averages, are shown. In the
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Hann PS waveform, B1 is discernible, but some noise remains in the signal, including

high frequency noise and low frequency drift. The Hann CEPS waveform is the same

as that of PS. The Hann PS and CEPS waveform that has had its frequency side

lobes removed using an automated filtering process has less low and high frequency

noise relative to without AF. In the Blackman-Harris PS and CEPS waveforms,

B1 is also distinguishable from the surrounding noise. The same conclusions can

be drawn for the Gaussian waveforms as for Blackman-Harris. The short duration

Ricker pulses in the PS and CEPS waveforms have dispersed significantly in B1.

Also, some noise remains. The non-AF PS waveforms have a maximum amplitude

of their Hilbert transforms of F1 that is 100% of the mean waveform. This is a loss

in coherent pulse amplitude of 0%. The AF Hann PS has a coherent pulse amplitude

increase of 1.3% of F1.

Figure 6.10: Automated noise reduction of the waveforms with 3162 coherent time averages.
Solid curves are PS and dashed curves are CEPS. Left column: Pulse F1. Right column: Pulse
B1. First row: cosine (Hann). Second row: cosine (Hann) with AF used to remove frequency side
lobes. Third row: Blackman-Harris. Fourth row: Gaussian (Morlet). Fifth row: Second derivative
Gaussian (Ricker).

From the above conclusions, AF Hann, Blackman-Harris, and Gaussian, as with

the incoherent noise reduction example, appear to be highly useful pulse types for

optimally reducing coherent noise and retaining pulse characteristics in the back

wall reflection, B1. The filtering method can reduce low and high frequency coherent

noise, but it is highly specific, using optimised corner frequencies and roll-offs. The

PS and CEPS waveforms feature no change in coherent pulse amplitude, other than
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AF Hann, which slightly increases coherent pulse amplitude.

The analysis of figure 6.11 results in the same conclusions as for figure 6.7, because

the spectrum amplitudes and phases are observed to be similar in all cases. Less

high frequency noise results from the high number of coherent time averages of figure

6.11 relative to figure 6.7.

AF Hann, Blackman-Harris, and Gaussian have desired spectral qualities for auto-

matic coherent noise reduction. This correlates with their high quality signals in fig-

ure 6.10. Hann and Ricker amplify, or suboptimally filter, one or more noise region,

and therefore their signals are degraded relative to those of AF Hann, Blackman-

Harris, and Gaussian. The comparator filtering method has been optimised for good

noise reduction, but at the cost of high specificity in multiple, key parameters.

Figure 6.11: Unprocessed waveforms with 3162 coherent time averages, and the automated noise
reduction of said waveforms. Dashed curves are the mean spectra of the six time shifted waveforms,
dotted curves are the filtered mean spectra of the six time shifted waveforms, solid curves are the
PS spectra, and dot-dashed curves are the AF cosine (Hann) PS spectra. Top row: spectrum
amplitudes. Bottom row: spectrum unwrapped phases. First column: cosine (Hann) and AF
Hann. Second column: Blackman-Harris. Third column: Gaussian (Morlet). Fourth Column:
Second derivative Gaussian (Ricker).

In figure 6.12, the SNRs of PS AF Hann, Blackman-Harris, and Gaussian are sig-

nificantly higher than that of the unprocessed waveform. Also, the PS and CEPS

SNRs are significantly higher than that of the specific, optimally filtered waveform.

The shaded region bounded by dashed line marks the range of SNRs achievable by

the comparators methods, and how certain PS and CEPS methods improve upon

those SNRs.
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Figure 6.12: Crosses are the shift method SNRs, circles are PS SNRs, and diamonds are CEPS
SNRs. The region bounded by the dashed curve represents the range between unprocessed and
filtered waveform SNRs. The shaded region bounded by dashed line marks the range of SNRs
achievable by the comparators methods, and how certain PS and CEPS methods improve upon
those SNRs. Methods, A – mean of SNRs of shifted C2, B – SNRs of mean of shifted C2, C – SNRs
of filtered mean of shifted C2, D – SNRs of PS Hann, E – SNRs of PS automated-filtered Hann,
F – SNRs of PS Blackman-Harris, G – SNRs of PS Morlet, H – SNRs of PS Ricker, I – SNRs of
CEPS Hann, J – SNRs of CEPS automated-filtered Hann, K – SNRs of CEPS Blackman-Harris,
L – SNRs of CEPS Morlet, and M – SNRs of CEPS Ricker

6.5 Conclusions

This author has proposed, and demonstrated the effectiveness of, two fully auto-

mated noise reduction methods, pulse specification (PS) and coherent enhanced

pulse specification (CEPS), for improving signal-to-noise ratio (SNR) of coherent

signals in waveforms containing either incoherent or coherent noise. Antidispersive

pulse generation (APG) has been devised and demonstrated for further improving

the pulse quality upon reception. The effectiveness of these method for reducing

incoherent and coherent noise has been exemplified for applications such as NDE,

medical ultrasonics, seismology, and acoustics using two examples of ultrasonic in-

spection. In the first case, high incoherent noise is inherent in the waveforms, but

much reduced with the automated noise reduction methods of this author, com-

pared with established methods, especially for the most suitable APG pulses. In

the second case, high coherent noise is inherent in the waveforms, but also much

reduced with the automated noise reduction methods of this author, compared with

established methods.
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6.6 Appendices

6.6.1 Concepts of wave deconvolution

The main premise behind such signal deconvolution procedures is that one can

reversibly alter the frequency content of a waveform containing many separate waves

or pulses, in its entirety, without discarding the relative amplitudes and phases
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between each signal; the converse of this is that independent alteration of separate

sections of the waveform is inequivalent to this and is here considered a distortion of

the recorded information – such procedures will not be conducted or analysed here.

Treating the above premise as necessary and sufficient in such signal processing af-

fords significant freedoms; one can feasibly specify any ‘reasonable’ pulse character-

istics for the reference pulse in the waveform and, in the example, observe how such

a wave propagates and scatters through the media it interacts with. Equivalently,

after waveform deconvolution using the spectrum of the independent, repeatable

reference signal, the waveform is convolved with a separate, pulse specified, signal

to highlight unique properties of wave interaction with the interrogate media.

When coherent averaging multiple independent, repeatable measurements, the de-

convolution of each signal via its own reference signal forces the frequency content

of all reference signals to be equal. The extent to which the other waves or pulses

in the waveform are coherently enhanced via averaging is coupled to the extent

to which experimental procedure and conditions are independent and repeatable

between measurements.

Further to this, the extent to which the reference signal, before deconvolution, is

unperturbed, relative to the state it is expected or intended to be in, limits the value

of the signal measurement for coherent enhancement of signals. An anomalous sig-

nal relative to the expected or intended reference signal results from experimental

procedure and conditions significantly different to those measurements in which the

reference signal is as expected or intended, and therefore this anomalous or per-

turbed signal will be no more use after deconvolution than in its unprocessed state.

For maximum algorithm effectiveness, such signals should be selectively discarded

using predefined criteria. An example change in experimental environment is lack of

temporal thermal equilibrium. If thermal expansion of a given test material had oc-

curred between independent measurements, and therefore the geometry of the setup

had changed, the inherent lack of repeatability in these measurements is expressed

through a reduction in coherent signal strength because the pulse separation and

phase will have changed.
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6.6.2 Signal-to-noise ratio percentages of three superior pulse

specifications and comparator methods

The percentages of the three superior methods for PS and CEPS that have SNRs in

excess of the comparator method both without and with filtering are shown in table

6.1. In 100% of case the PS and CEPS methods have higher SNRs than the coherent

mean of the six time shifted signals. After specific, optimal filtering, the time shift

method often has higher SNR than PS, but CEPS generally has a higher SNR than

the time shift method. The increased SNRs of PS and CEPS are most dominant for

fewer (less than 316) coherent time averages and therefore PS and CEPS are highly

beneficial when rapid data acquisition or high quantities of data are required, such

that many coherent time averages are not feasible.

↓ SNRs, % above
∣∣ Nave → 10 32 100 316 1000

(E,F,G)>B 100 100 100 100 100
(J,K,L)>B 100 100 100 100 100
(E,F,G)>C 0 100 0 0 0
(J,K,L)>C 100 100 100 66.7 66.7
(E,F,G)>B 100 100 100 100 100
(J,K,L)>B 100 100 100 100 100
(E,F,G)>C 0 100 0 0 0
(J,K,L)>C 100 100 100 66.7 66.7

Table 6.1: Columns 2-6: Waveforms with coherent time averages, 10-1000. Row 2: Percentage
of PS second cylinder scatter, C2, SNRs that exceed those of the chosen mean shift method. Row
3: Percentage of CEPS second cylinder scatter, C2, SNRs that exceed those of the chosen mean
shift method. Row 4: Percentage of PS second cylinder scatter, C2, SNRs that exceed those of the
chosen mean shift method with specific, optimised filtering applied. Row 5: Percentage of CEPS
second cylinder scatter, C2, SNRs that exceed those of the chosen mean shift method with specific,
optimised filtering applied.

The percentages of the three superior methods for PS and CEPS that have SNRs in

excess of the unprocessed and filtered waveform are shown in table 6.2. In all cases

the PS and CEPS SNRs are in excess of those of the chosen comparator methods.

6.6.3 Pulse specifications inferior to the five analysed

Frequency chirped pulses, which are pulses where the frequency increases or de-

creases with from earlier to later in the pulse excitation, have bandwidths sig-

nificantly higher than an equivalent pulse with a fixed centre frequency. Conse-

quently, in a dispersive medium where phase velocity varies with frequency, such as
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↓ SNRs, % above
∣∣ Nave → 3162

(E,F,G)>B 100
(J,K,L)>B 100
(E,F,G)>C 100
(J,K,L)>C 100

Table 6.2: Column 2: Waveforms with coherent 3162 time averages. Row 2: Percentage of PS
second cylinder scatter, C2, SNRs that exceed those of the chosen mean shift method. Row 3:
Percentage of CEPS second cylinder scatter, C2, SNRs that exceed those of the chosen mean shift
method. Row 4: Percentage of PS second cylinder scatter, C2, SNRs that exceed those of the
chosen mean shift method with specific, optimised filtering applied. Row 5: Percentage of CEPS
second cylinder scatter, C2, SNRs that exceed those of the chosen mean shift method with specific,
optimised filtering applied.

HDPE, chirp pulses delocalise significantly as they propagate. This makes them un-

favourable for automated noise reduction, where pulse time-windowing is necessary.

Similarly, square pulses have a very large bandwidth, and are therefore unsuitable

for localised propagation in dispersive media.
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Chapter 7

Numerical simulation of ultrasonic

NDE of sound-damping materials

using a multiband time domain

approach

The formulation, implementation, and evaluation of some concepts covered in chap-

ter will be published Open Access as: J.S. Egerton, M.J.S. Lowe, J. Jian, and P.

Huthwaite, Numerical simulation of ultrasonic NDE of sound-damping materials

using a multiband time domain approach, [Pre-submission].

7.1 Abstract

Ultrasonic array imaging is increasingly favoured and used in the nondestructive

evaluation (NDE) of polymer pipes. Simulation of such imaging is considered valu-

able for validation of the inspection system. However, while numerical simulation of

ultrasound NDE is established for typical low-loss engineering materials, such exist-

ing numerical simulation techniques are not adequate for high loss materials, such as

polymers, because of strong frequency dependence of their properties. Here, to over-

come this, an analytical multiband finite element simulation and imaging (MBim)

system is demonstrated with nondestructive evaluation of high-density polyethylene

(HDPE) pipe joints where compressional waves are sent from water into viscoelastic

HDPE pipe material.
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MBim waveform simulation is shown to well represent the ultrasonic inspection with

accurate ultrasonic scattering, refraction, and reflection.

MBim defect imaging is exemplified for both visual and automated sentencing with

ultrasonic images; methods for defect detection, location, sizing, and characterisa-

tion by visual sentencing are provided, as are methods for defect detection, location,

and sizing by automated sentencing. In all, high accuracy is achieved.

7.2 Introduction

Nondestructive evaluation (NDE) is widely used in industry to detect, locate, size,

and characterise potential defects in engineering components such that the likelihood

of critical damage or failure is minimised. The development of accurate and reliable

NDE methods increasingly uses numerical model simulations.

Conventional explicit time domain FE (TDFE) simulations of ultrasonic wave scat-

tering are broadly considered to be computationally efficient. However, TDFE sim-

ulations that are computed with mass proportional damping, stiffness proportional

damping, or the combination of the two, are only accurate near the centre frequency

of the input ultrasonic pulse. Because they may be solved explicitly, the maximum

model size of TDFE simulations is not necessarily a limitation. By contrast, implicit

frequency domain FE (FDFE) simulations of ultrasonic wave scattering can poten-

tially be accurate in representing the full frequency dependence of the scattered

pulse. Though, this is only possible if there is accurate knowledge of material prop-

erties, such as storage and loss moduli [1, 2], at the ultrasonic frequencies of interest.

While, experimentally, these material properties are, in general, obtained from cyclic

loading at a rate of a few hundred Hertz – far below ultrasonic frequencies – and then

extrapolated up to MegaHertz frequencies. Such approaches result in unavoidable

inaccuracy from such long extrapolation away from the recorded dataset. Further,

FDFE simulations are highly computationally intensive. The largest models cannot

be solved using FDFE using current computational equipment, because the implicit

method requires simultaneous storage of much information [3].

The multiband finite element (MBFE) method was therefore developed to solve such

problems inherent in the described TDFE and FDFE approaches to the simulation of

ultrasonic wave scattering. With MBFE the full frequency dependence of the pulse

can be accurately represented, with computational efficiency similar to TDFE, and
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without the model size limitation of FDFE.

The work presented here arose from a need to perform simulations of ultrasonic NDE

of high-density polyethylene (HDPE) pipes using an angled, water-filled wedge and

an ultrasonic array, but the method is widely applicable to NDE inspection problems.

Therefore, the simulations here combine analytical and finite element (FE) analyses

to utilise the best aspects of both approaches.

Simulation of ultrasonic waveforms and imaging, through summation of these wave-

forms, is important in NDE, especially when an ultrasonic array is used to trans-

mit and receive these waveforms. These waves can scatter from local ultrasonic

impedance discontinuities (here material defects), refract upon partial transmission

through large-extent ultrasonic impedance discontinuities (here pipe external walls),

and partially reflect at such large-extent impedance discontinuities.

In NDE, it is important to accurately simulate such waveforms and accurately pro-

duce defect images from such waveforms, because such simulations as these are

crucial to the validation of inspection systems.

The work presented here was motivated by the challenge of simulating ultrasonic

array imaging of defects in thick-walled polymer (HDPE) pipes, such as are com-

monly used for water or gas transport. Heat-fused joints of these pipes made on

site can be prone to a variety of defects, including contamination, lack of fusion,

cracks, and porosity. The proposed simulation geometry for ultrasound array imag-

ing simulation, which closely matches the real inspection setup, is shown in figure

7.1.

Such a simulation study would be very useful in order to investigate the detectability

and characterisation potential of the array imaging. The difficulties of performing

such a simulation include the strong frequency-dependent attenuation in the HDPE

material, the propagation of the sound through a water wedge before reaching the

pipe material, the significant propagation distance through the pipe material, the

desire to model complex shapes of candidate defects, and the need to perform multi-

ple wave-path simulations in order to compose the set of array signals for the image.

In this chapter this author sets out a series of steps to achieve these modelling goals.

While these steps are specific to this problem and configuration, the methodology

is suitable for such problems in general.

A big saving can be achieved by dividing the problem into analytical and numerical

parts. Analytical calculations can be used to propagate the waves accurately over
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Figure 7.1: Simulation geometry for MBim with an example, simplified depiction of the MBFE
region. The overlapping circles at the top of the figure and the angled solid region on which they
are located are respectively the ultrasonic array elements and the water-filled wedge that the array
is mounted on, with y < 0. The outer wall of the HDPE pipe is at y = 0. The solid region with
y > 0 and −10 < x/mm < 10 is the imaged region. The solid region left of the imaged region is
a depiction of the HDPE pipe region that is not near the fusion face and is therefore not imaged
for the NDE of fusion joint defects. The dashed line at y = 56mm is the inner wall of the HDPE
pipe. The triangles pointing up and down are the real and virtual defect centres respectively. The
squares locate the MBFE direct and skip monitors. The defects and monitors are within the MBFE
simulation region, which is smaller than the imaged region that contains an analytical inner wall
reflection signature.

large distances of regular material, while numerical calculations are highly suitable

for detailing the complex interactions of the waves with defects. This kind of ap-

proach has been adopted by others in a number of articles [6–9]. Here this author

chooses to deploy an analytical approach for the propagation from the transducer

through the water, refracted into the polymer, and then arriving into the region of

the defects. The incidence and scattering at the defect is then handled by a local

FE model. This whole process requires several innovative modelling techniques.

First, the requirements of the analytical and FE simulation portions of this hy-
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bridised simulation technique are detailed. The preceding acoustic properties study

conducted by this author [4] provides the necessary acoustic properties for analyt-

ical ultrasonic waves propagating in HDPE pipe material. Here, FE simulations

also provide accurate and efficient representation of ultrasonic wave scattering from

defects, especially when using the MBFE simulation technique of this author [5].

Provided the above acoustic properties and FE simulation technique are available,

the efficiency and accuracy of such a hybrid simulation method exceed those of solely

FE simulations, including MBFE. Consequently, it is considered highly efficient and

accurate to combine analytical wave propagation – plus refraction and reflection,

here – with MBFE defect interaction and scattering.

The concept of such a hybrid approach has been addressed in a number of previous

studies. Work by Rajagopal, Shi et al. [6, 7] has developed a general purpose

hybrid model that uses Green’s functions to link separate regions and is versatile to

accept any kind of numerical scheme deployed within those separate regions. Zhang,

Wilcox et al. [8, 9] addressed imaging interests, again pursuing a general purpose

approach, in this case focusing on the construction of scattering matrices for a target

defect within a localised region described by a Finite Element representation. These

approaches have been developed for complex scatterers surrounded by otherwise

straightforward elastic terials. Here there is the challenge of huge attenuation of the

propagating sound in the polymer material, and this author develops their hybrid

model to link attenuating waves in the HDPE volume with MBFE for the local

model and scattering. Furthermore, this author introduces an improved efficiency

for the interface with the local region containing the defect.

The next technical progress reported in this chapter relates to the transmission

of waves across interfaces in the analytical part of the hybrid model. This has

relevance in the application example to the need to propagate through the water

wedge and into the HDPE component. The problem of finding the path of a refracted

ray from a location in one medium to a location in another is well known and is

frustrating in that, although it appears to be a simple task, it is not open to a simple

explicit calculation. Calculations can be done by a variety of iterative approaches,

including the refraction methods of Ogilvy [14], Schmitz et al. [15], Long et al.

[16], Connolly et al. [17], and the method used in the commercial software, CIVA

[19]. Alternatively, a Fermat mapping method has been applied by Connolly [4],

and an eikonal method for obtaining refraction angles has been demonstrated by,
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for example, Kalaba [21], Gray et al. [22], and Huthwaite [23]. While these are all

reliable, they vary in their efficiency of calculation, and this becomes an important

consideration when simulating array image signals in which very many point-to-

point routes have to be found. This author proposes here an approach that is based

on Fermat’s principle to calculate the shortest path, found using a ‘range bisection’

of the incident location at the interface.

Also, the imaging algorithm for MBim is similar to the multi-mode total focusing

method (TFM) [24], and used the principles of TFM. As with MBim, multi-mode

TFM may be applied to waves in multi-layered media. Upon transmission and

reflection at each interface, an ultrasonic wave is partially mode converted from

longitudinal (L) to shear (S), or vice versa. The multi-mode TFM imaging approach

is used to obtain separate images of all possible paths, and corresponding modes, the

wave could have. MBim provides these reflected and scattered paths in waveform

simulation, as well as also providing an image that contains all these paths, in sum,

or, as with multi-mode TFM, as separate images.

Last, the MBim approach uniquely combines the limited aperture and the minimal

sampling waveform simulation with analytical wave propagation, MBFE wave scat-

tering, and with a combination of a virtual array and virtual defect necessary to

represent wave paths known as half- and full-skip. Necessary interface transmis-

sion and reflection coefficients are readily determined from, for example, [25] and

[26]. For HDPE, where shear waves are very highly attenuated, these paths are,

for this example, longitudinal wave incidence and longitudinal reception, after three

wave diversions – reflections, refractions, or scatters – LLLL; the same with four

diversions, 5L; and the same with five diversions, 6L; corresponding respectively to

direct scatter, half-skip and full-skip. Consequently, all non-negligible wave paths

that would be present in real ultrasonic array data are simulated and imaged with

MBim.

Therefore, the MBim method for combined analytical and MBFE simulation of

ultrasonic waveforms, and imaging with these waveforms, utilises unique accurate

and efficient approaches to wave scattering, refraction, and reflection.

This chapter is set out as follows. First, in section 7.3, is the background the-

ory required to formulate MBim; next, in section 7.4, is the outline of the MBim

method; in section 7.5 are the results and analysis of MBim applied to waveform

simulation and imaging of real-world HDPE pipe joint inspections; and in section
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7.6 conclusions are drawn.

7.3 Theory

Here this author outlines the theory necessary for the MBim analytical wave prop-

agation and MBFE wave scattering using transfer functions, where, because of its

large extent in all dimensions relative to the ultrasonic wavelength, the inner wall

of the HDPE pipe, and the ultrasonic reflection from it, are simulated analytically.

First, will be a description of the ultrasonic transfer function and dispersion relation

used throughout. Next, analytical wave propagation theory is provided. Then, the

formulation for multiband finite element description for wave scattering is given.

After, are details of how to generate pulses that are antidispersed, such that, once

scattered from the defect, the pulses arrive at the monitor with highest temporal

resolution or least pulse width. Followed by interface refraction methods including

the method used in MBim, details of scattering matrices and how this author makes

efficient use of them, and source and monitor locations and separations.

The MBim simulation geometry has been provided and detailed in figure 7.1.

7.3.1 Transfer function and dispersion relation

The transfer function, that maps initial to propagated waves, or otherwise initial to

scattered waves, for a 1-D harmonic plane wave may be expressed as

Hx(x, f) = exp(ikx(f)x), (7.3.1)

where x is location, f is frequency, and kx(f), or tersely k(f), is the dispersion

relation,

k(f) =
2πf

vp(f)
+ iα(f), (7.3.2)

where vp(f) is phase velocity and α(f) is attenuation. The transfer function is

represented tersely as H(x, f).
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7.3.2 Analytical wave propagation

Provided here is the theory used to define the ultrasonic acoustic properties of vis-

coelastic HDPE pipes used in the analytical wave propagation of MBim. In the

preceding HDPE pipe acoustic properties study of this author [4] there was pre-

sented a description of ultrasonic viscoelastic bulk wave dispersion that conforms to

theoretical viscoelastic constraints and that is necessarily causal, using the Kramers-

Kronig relation. The variation in acoustic properties with frequency is pertinent for

MBim and summarised here – attenuation and phase velocity vary with frequency

as follows,

α(f) = α1f
y, (7.3.3)

and

vp(f) = vp1 +
(vp1
π

)2 α1

y − 1
f y−1, (7.3.4)

where 0 < α1, 1 < y < 2, and positive phase velocity at zero frequency, 0 < vp1, are

all known empirical coefficients. From equation (7.3.1), general forms of attenuation

and phase velocity are,

αgen(f) = −1

x
ln

∣∣∣∣ S(f)

S0(f)

∣∣∣∣ (7.3.5)

and

vp,gen(f) =
2πfx

φS(f)− φS0(f)
, (7.3.6)

where φS0 and φS are phases of the initial and propagated waves.
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7.3.3 Multiband finite element wave scattering

Provided here is the formulation of the MBFE model, as detailed in [5]. In MBFE,

the TDFE dispersion relations of nband different simulations, run at successively

increasing frequency bands, are blended to yield the full dispersion relation,

kblend =

nband∑
n=1

bn

(
2πf

vpn
+ iαn

)
, (7.3.7)

where bn is a linear weighting function. This provides an accurate and efficient input

for the transfer function of equation (7.3.1).

7.3.4 Antidispersive pulse generation

The input pulse is a Blackman-Harris [27] windowed sinusoid with 3 periods (cy-

cles), because of its favoured temporal and frequency characteristics, detailed in [4].

Based on the expected average propagation distance of a pulse, x, a pulse is maxi-

mally localised upon reception at the ultrasonic array using the antidispersive pulse

generation (APG) transfer function [8],

HAPG = exp

[
−i
(

2πf

vp
− 2πf

vp0

)
x

]
, (7.3.8)

given that vp0 = vp(f0) and f0 is the pulse centre frequency.

7.3.5 Interface refraction methods

Many existing ray-based refraction methods [14–18, 24] are based on the concept

of ‘point-and-shoot’. A trial trajectory from the source point – a single known

location – is calculated and then its proximity to the target point is used to set the

parameters for the next trial. This approach can be subject to a large error in the

transmitted wave angle through the interface, even for a small error, or offset, of

the angle in the first medium, when waves move from a slower to faster medium.

This imposes an increase in the number of trial angles required to obtain a desired

precision of the arrival location. This concept is illustrated in figure 7.2; the figure

was generated using equations given in appendix 7.7.1. In figure 7.2, the x-axis
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Figure 7.2: Single known location ray tracing and its required increase in angle precision in
transmitted wave angle after refraction caused by change in wave velocity, such as at a two-medium
interface. The extra required precision from interface 1 to 2, normalised by the ratio of velocities
in medium 1 and 2, is εθ1/ (εθ2 · v1/v2). The incident angle at the interface of the wave in medium
is θ1 and the critical angle of total internal reflection at the interface is θC .

shows the incident angle, from source to interface, as a fraction of the critical angle

at which total internal reflection occurs. The y-axis shows the ratio of errors of the

angle from source to interface to the angle from interface to the wave destination in

the medium. This quantity is also normalised by the ratio of velocities in the incident

and transmitted media. Equivalently, the y-axis shows how small the uncertainty

must be on a chosen angle of incidence to yield a desired accuracy in the transmitted

medium, meaning low values on the y-axis are undesired for any given simulation

technique.

Let us consider the example of a water-HDPE interface, with an angle of incidence of

80% of the critical angle. To achieve a precision of |εθ2| < 1 in this example requires

an incident angle with precision |εθ1 | < 0.3. If, for example, the HDPE is replaced by

a metal, this necessary precision could be reduced to |εθ1| < 0.1 for that same angle

of incidence. In regions where multiple interfaces exists, such as a composite, or

any heterogeneous medium that is represented discretely, this increase in required

angular precision is compounded on an interface-to-interface basis, resulting in a

high level of inefficiency to achieve the required accuracy. Further, when conducting

single known location ray tracing from a faster to a slower medium, for example
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a HDPE-water interface, after wave scattering, it would be impossible to transmit

waves at the critical angle. This is because, when only the origin of the wave is

used, there is no way to know the point where the wave crosses the interface. This

unavoidably results in high-angle imaging errors.

The Fermat spatial map approach by Connolly [4] is an attractive alternative, al-

though the idea of constructing a map of the whole region, while useful for his

purpose of examining a generally inhomogeneous region, would be extraordinarily

inefficient for the present task of dealing with a single, or multi-layered, interface:

in a two-dimensional simulation it would require at least Nel×Nx×Ny maps, where

Nel is the number of transmitting array elements and Nx,y are the number of spatial

x and y grid points in a region that encompasses the array, the interface, and the

inspection region.

Next, the eikonal method is also computationally expensive, again requiring at least

Nel×Nx×Ny computations, with the same, large region of interest, and comparable

computational time and memory, as with the Fermat map approach. Therefore, it

is also considered here less efficient than the chosen method.

The approach this author has taken is use Fermat’s principle to calculate the shortest

travel time between two known locations – the source point and the imaged point,

rather just the source point with a point-and-shoot method. This Fermat path

method is considered by this author to be efficient and accurate, especially because

the algorithm used employs range bisection of the interface wave incidence location.

In this way, the intersection point, and therefore the incident and transmitted angles,

are rapidly converged upon. This is applied here to a flat interface, but may readily

be applied to a curved or rough interface through consideration of local surface

normals and local minima in travel time. Further, two separate, but less efficient

approaches, that precede this Fermat approach, are described in appendices 7.7.2

and 7.7.3.

7.3.6 Scattering matrices

The generation of scattering matrices, as conducted by Zhang, Wilcox, et al. [24],

is used here. Specifically, their technique requires generation, storage, and use of

very large scattering matrices with many elements in each dimension of the matrix.

Such scattering matrices, applied to general use, contain a dimension with angles of
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incidence, sub-divided into many angular steps; a dimension with angles of reception,

sub-divided into many angular steps; a dimension, with a size of 2, for amplitude

and phase, or otherwise, real and imaginary components, of the scattered wave; and

a dimension with many frequency intervals, given that representation of the full

frequency dependence of the wave improves accuracy. By contrast, the multiband

finite element simulation and imaging (MBim) approach of this author, applied in

the context of angled ultrasonic array inspection, requires generation, storage, and

use of a data containing a few incident angles; a few received angles; a dimension

with a size of 2, for real and imaginary components of the scattered wave; and a few

frequency bands, using MBFE. This implies a major increase in efficiency for MBim

over such techniques.

7.3.7 Source and monitor locations and separations

Scattering matrices, and their angular variations, are favourably obtained through

the positioning of sources and monitors on a circular arc surrounding the simulated

defect. Zhang, Velichko, et al. [10, 11] obtain their scattering matrices only for the

transmit and receive angles within the aperture of the ultrasonic array that is being

simulated in the given imaging configuration. This is also employed in MBim.

Further efficiency of this scattering matrix approach is achieved by minimising the

number of angular steps, as is elsewhere explored by Simonetti [12] and Huthwaite

[13]. They demonstrate that an array with half-wavelength element spacing is suf-

ficient to prevent array imaging errors caused by undersampling. Relative to such

sampling, used by Simonetti and Huthwaite, for MBim the required number of

MBFE excitation locations in the simulation is significantly reduced, by ensuring

that the half-wavelength sampling criterion is adhered to on the surface of a minimal-

radius sphere in contact with the simulated defect, rather than the sampling criterion

being adhered to, more distantly, at the radius of the sources and monitors from the

defect.

7.4 Implementation and advancement of theory

First, an overview of MBim waveform simulation approach is provided, through the

hybridisation of analytical and MBFE methods. Next, the addition of Gaussian
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white noise to the waveforms is detailed. After, the detail of the MBFE imple-

mentation for the angled array inspection geometry is given. Then, the scattering

matrix approach is optimised for an array aperture with angular limits. The MBFE

monitor spacing is specified, to achieve high computational efficiency. The FE ge-

ometry for the volumetric and planar defects is described. The Fermat path range

bisection method is detailed. The addition to waveform simulation of reflected wave

paths and the use of virtual arrays is described.

Then, the MBim imaging approach is given. First, the attenuation correction

method is described. Next, transmission and reflection losses, and the correction

for them, is detailed. Refraction correction is applied for each media interface in-

teraction. The diffraction of the finite width array elements is corrected for. The

simulated waveforms containing reflected paths are summed in example image cases.

Image enhancement with resolution upsampling is detailed. A method for improved

defect sizing for limited view array inspection is given.

7.4.1 Waveform simulation

Here is provided an overview of the method for simulating waves with MBim, using

the example setup in figure 7.1. Each waveform, transmitted and received from each

array element, is analytically propagated to and from the MBFE monitors, with

associated scattering transfer functions obtained from MBFE simulations between

those transmit and receive legs of the propagation path.

For convenience of illustration, this author considers multiple defects through the

thickness of the pipe wall, but form the images of these separately. In fact in

practice it would be legitimate to consider defects in close proximity as separate

and independent, because any secondary scattering is very weak and unlikely to

influence the images in such an attenuating material.

Addition of noise in waveform simulation

In highly attenuating media, such as HDPE, amplitudes of received signals are very

low, and therefore so is the signal-to-noise ratio (SNR) in such signals. The received

SNR is dependent on the inspection system and technique, therefore it is suitable

to chose an appropriate artificial noise level for simulations. Gaussian white noise is

added to all simulated waveforms at -20dB; this considered by this author to be a
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conservatively high level of noise is added to each waveform, upon reception at the

array element, to demonstrate the resilience of the imaging system of this author to

such signal degradation.

Finite element source lines and simulation region

Figure 7.3 shows examples of the MBFE simulation geometries used in MBim, for a

range of wave incidence angles. The plane waves incident on the defect are radially

directed towards the defect centre. The simulated region is bounded by a large

Figure 7.3: Example MBFE simulation geometries used in MBim. The dashed boxes are the
boundaries of the absorbing regions. The solid lines with circles and diamonds at their anticlockwise
and clockwise ends are the plane wave source lines, with incidence angles θs. The triangles are the
defect centres. The squares are the monitor locations.

absorptive region that has decreasing stiffness towards the boundary, known as the

stiffness reduction method (SRM) [29]. This highly attenuates waves propagating

in this region such that boundary reflections are minimal and the resulting wave is

not complicated by undesired signals. The SRM was primarily designed for use with

elastic materials. In such cases, the damping of the SRM decreases to zero towards

the modelled region. This author has adjusted the implementation of the SRM to

decrease damping towards the viscoelastic damping of HDPE at the inner edges of

the SRM. This ensure damping continuity at the boundary.

The tips of the source line that generates the plane wave are in the absorbing region
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to prevent cylindrical waves emanating from them. The radial distance between the

source line centres and defect centres is set such that there exists minimal spurious

wave content within the ranges of time that the incident and scattered waves pass

the monitors. The HDPE pipe outer wall is at y = 0 and, being situated within the

HDPE pipe material, all monitors have y > 0. A range of incident angles are used

to fully characterise the defect wave scattering within the feasible angular range.

A scattering transfer function at every monitoring angle is obtained for each plane

wave transmission angle.

The chosen FE mesh comprises structured triangular plane strain elements. The

mesh is describable as fine [30] with element size,

dx ≤ λ0

20
; (7.4.1)

the chosen mesh resolution is

dx =
λ0

40
. (7.4.2)

The CFL condition [31] for numerical method stability is adhered to with time step,

dt =
3

400f0

. (7.4.3)

Next, the chosen FE software, Pogo FEA [32], is highly computationally efficient

because is uses graphics processors (GPUs) for its time domain calculations. Also,

each simulated angle, exemplified in figure 7.3, requires only five million degrees of

freedom in these two dimensional simulations.

Finite element wave incidence angles limits

The extremal ultrasonic array element locations define its aperture, as seen in figure

7.1. The angle between straight lines from one extremal location to the defect centre

and from the other extremal location to the defect centre is known as the aperture

angle. Because ultrasonic waves are only transmitted and received within these
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aperture windows, with MBim they are also only simulated with incidence angles

within the aperture angular range. As well as this, waves are only monitored on a

circular arc centred on the defect centre, within this aperture angular range, with

MBim.

Finite element monitor spacing on circular arcs

As seen in figures 7.1 and 7.3, the MBFE incidence angles and monitors are placed on

circular arcs and are regularly spaced. This is detailed in figure 7.4. For maximum

Figure 7.4: Aribtrary defect geometry enclosed by circle of smallest radius, rd, which is the
dashed line. The squares mark the locations where scattered plane waves are monitored. Each
different incident wave in MBim is directed through one such square. The angular spacing between
adjacent monitors is dθS .

efficiency with necessary and sufficient accuracy, there exists an optimal maximum

spacing of different incidence angles, dθS, to simulate, with a corresponding mini-

mum number of plane waves that avoids undersampling. Because the incident plane

waves are radially directed towards the defect centre, and because of the associ-

ated radial convergence of the wave, the spatial sampling criterion is most correctly

defined at the location of wave incidence on the defect.

The detail of the method for obtaining improved angular sampling of the MBFE

monitors is now given. For a general angle of incidence of a radially directed plane
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wave, the wave is incident on the defect at a location furthest from the defect centre

if the point on the defect surface that is on the radial line of wave incidence is at

one of the two points on the defect surface that is furthest from its centre. This is

seen in figure 7.4, where the parts of the arbitrary defect furthest from its centre

are coincident with the enclosing circle, at those points, which are left and right of

the defect in the figure. Though, in the illustrated case, none of the six wave paths

from source to defect centre intersect either of the two extremal points on the defect.

Therefore, for other angles of incidences, this circle, of radius, rd, is conservatively

large, because the radially directed plane wave is incident on the defect after it

crosses this circle.

The optimum angular sampling rate of the square monitors of figure 7.4, which is

used in MBim, will here be defined. Over a given aperture angle, θA, the number of

source locations is

NS =

⌈
θA
dθS

⌉
, (7.4.4)

where the angular spacing between source and monitor locations is,

dθS =
λ0

2NArd
, (7.4.5)

for which λ0 = λ(f0) is the wavelength at centre frequency and the number of

aperture points, NA.

Because the monitors are chosen to be radially further from the defect centre than

this circle, as seen in figure 7.4, they have a correspondingly reduced spatial sampling

rate for the same angular sampling rate – the reciprocal of dθS. Consequently, the

circle of radius rd is conservatively large as the location at which to define the spatial

sampling criterion, and is therefore chosen for such in MBim.

Scattering from volumetric and planar defects

In the application of MBim to the simulation and imaging of waveforms in HDPE

pipe joints, both cylindrical volumetric and planar defects are analysed. As seen in

figure 7.5, the volumetric defects are created in the FE mesh through partitioning

and deletion in the region of the defect. The planar defects are represented through
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Figure 7.5: Elements are triangles. Left: volumetric element deletion. Right: planar node
duplication, where duplicate nodes are circles and only the top tip of the planar defect is shown.

duplication of the selected defect nodes, found at the vertices of finite elements,

leaving a line of disconnected nodes.

Refraction angles from Fermat path range bisection

A flat interface between two media of different acoustic velocities is seen at y = 0

in figure 7.1. This interface has associated refracted wave paths that are efficiently

calculated using Fermat’s principle of least travel time in combination with range

bisection of the interface wave incidence location. This Fermat path range bisection

is depicted in figure 7.6. Fermat’s principle implies here that the path, and associated

refraction angles, of a wave propagating between such media is that with the least

total wave propagation duration. This is efficiently found, using range bisection

of the interface wave incidence location, by appropriately selecting minimum and

maximum potential wave incident angles and corresponding incidence locations,

then finding the minimum propagation duration of those two paths, the left dashed

line, 1©, and the dot-dashed line, 2©, in figure 7.6, and next finding the average

incidence location of the two, the right dashed line, 3©, and last finding the minimum

propagation duration of a path through the average incidence location and that

with the previous minimum propagation duration, which is found from the paths

s1,2 and phase velocities vp,1,2, the dotted line, 4©. These steps repeat as an iterative

loop that rapidly converges on the expected incidence locations and corresponding

propagation durations. The high efficiency of the above process is beneficial because

it is repeated for every grid point within the imaged region and for every monitor

location. The method of this author therefore may require, for example, a duration
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of the order of a few seconds to generate of the order of a few million Fermat paths.

Figure 7.6: Fermat path range bisection. The dotted line, 4©, is the target path, s1 + s2, which
has minimum wave propagation duration. This is targeted initially, respectively, by the left dashed
line, 1©, and the dot-dashed line, 2©. Midway between these paths, along the horizontal interface,
is a point that the right green dashed line, 3©, intersects. In this iteration, the dot-dashed line,
2©, is rejected as it has a larger propagation duration than the left dashed line, 1©. Repeating this
process rapidly converges on the target path.

Reflected paths and virtual arrays

Figure 7.3 shows defect monitors both above (less depth, y, though the pipe wall)

and below (greater depth, y, though the pipe wall) the defect. The monitors that

are below the defect are found with the aperture angular range of a virtual array

that has position that is, to the actual array, symmetric about the HDPE pipe inner

wall, which may be located with y > 0 and dy/dx = 0.

The use of an actual and virtual array allows simulation of waves that directly scatter

from the defect and are then received at the actual array, but also waves that reflect

from the pipe inner wall before, after, or before and after scattering from the defect.

These last three cases can be referred to respectively as ‘half skip up’, ‘half skip

down’, and ‘full skip’. All above paths are simulated and imaged with MBim.

The angular transmission and reflection coefficients for the water-HDPE interface

and the inner pipe wall used in MBim can be readily determined from, for example,

[25] and [26].
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7.4.2 Imaging

The imaging algorithm used here with MBim defect scattering, and analytical inner

pipe wall reflection, is derived from the TFM described in section 7.2, and features

multiple augmentations for the improved ultrasonic array imaging of HDPE pipe

joint defects. All the below techniques can be applied both to ultrasonic array

waveforms simulated with MBim and waveforms obtained using an ultrasonic array

in real NDE applications.

Attenuation correction

The attenuation that the propagated waves have undergone, as in equation (7.3.2),

is corrected using the path length in each medium on a point-by-point basis in the

imaged region, or otherwise corrected using distance amplitude correction (DAC)

using only the depth through the pipe wall, y, of each imaged point.

Transmission and reflection losses correction

Corrections for transmission and reflection losses are implemented for each waveform

based on those losses that it experiences on its path through both media, as described

in section 7.4.1.

Media interface refraction correction

As described in section 7.4.1, propagation paths to locations in the imaged region

have corresponding propagation durations, which can be found using Fermat’s prin-

ciple. Without knowledge of these refracted propagation durations and paths, the

defect signature would have a locational offset error and would be less localised,

resulting in a reduction in reduced defect detection reliability, and poorer resolution

and SNR. These are three major figure of merits for defect detection; with these

refracted propagation durations and paths the defect can be reliably and accurately

imaged, and located on the fusion face, for HDPE pipe joints.

Array element diffraction correction through a refractive interface

The finite width of ultrasonic array elements results in a diffraction pattern known

as directivity. The effective array location in the medium containing these sources,
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here water, is determined for the target depth of the inspection region by projecting

straight lines back from this location, through the media interface, and into the

source medium. Using the effective array dimensions and location, an effective

directivity is obtained. This is used to apply array element diffraction correction

through the refractive media interface.

Reflected paths

The direct scatter and half- and full-skip paths detailed in section 7.4.1 are all

imaged with MBim. They can be viewed independently or through the summation

of the individual images. Certain defect types have strong skip defect signatures

relative to the direct scatter, and so the choice of individual or summed images can

be advantageous.

Image enhancement

The base imaging resolution used is dxi = 0.15mm. Further, MBim images feature

upsampled resolution. This is achieved by adding, to the two-dimensional spatial

Fourier transform of the image, zero bin values to spatial frequencies with higher

magnitudes than existed in the original two-dimensional spatial Fourier transform of

the image. Image upsampling is here beneficial because such interpolation allows for

a more accurate and precise full-width-half-maximum of the maximum amplitude of

the Hilbert transform of the image, as described in [5]. This is here used for defect

sizing.

Pseudo-two-sided inspection

MBim is here exemplified with a limited-view, single-sided array inspection, where

access is only possible to one side of the HDPE pipe fusion joint. Two-sided inspec-

tion – two external arrays, one either side of the pipe joint – provides more joint

coverage and a larger inspection angle. In such cases where this is not possible,

MBim provides pseudo-two-sided inspection. By assuming symmetry about the fu-

sion face, x = 0, the summation of a mirrored image to the origin image is used

to make possible automated defect location and sizing where it would otherwise be

significantly more difficult.
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7.5 Results and analysis

MBim simulated defect images are presented and analysed here, for both cylindrical

voids and planar defects, in large-walled HDPE pipe joints, 100mm thick – one

medium-walled, 56mm thick, example is also provided for comparison. These defects

are located at shallow and deep locations within the fusion joint, respectively 1/4

and 3/4 of pipe wall thickness. Imaging methods for visual defect detection, location,

sizing, and characterisation are proposed in the following subsections and analysed,

as well as methods for automated defect detection, location, and sizing. All defect

images shown and used here are based on the methodology detailed in section 7.4,

unless otherwise stated.

7.5.1 Defect detectability using signal-to-noise ratio (SNR)

SNR informs defect detectability. Figure 7.7 shows a MBim simulated image of a

planar defect, of minimum enclosing radius, rd = 2.0λ, located, yd, at 1/4 through

the thickness, y∆, of the 100mm HDPE pipe joint. The MBFE monitors of figure 7.1

are shown for direct and reflected paths to the defect, while, in this image, reflected

signals are not included, Iskip = no.

Figure 7.8 shows a cylindrical void simulated with nband = 1. Even for deep defects

where lateral resolution is inherently low, and for small defect radius, rd = 0.5λ,

a simulation with nband = 1, which demonstrates the frequency-independent phase

velocity approximation of TDFE, is capable of producing a well-localised defect

signature. This is because HDPE phase velocity only varies with frequency to the

power 0.2 [4], and therefore the frequency-independent approximation (order 0) is

expected to be similar, as demonstrated here. However, SNR will be shown below

to be simulated with significant inaccuracy for deeper defects with nband = 1, as with

TDFE simulations, for HDPE pipe joints, because attenuation varies with frequency

to the power 1.2 [4].

MBim has first been demonstrated by representing planar and cylindrical defects

in HDPE pipe joints. The advantage here of simulating and imaging with MBFE,

nband = 3, over TDFE, nband = 1, is the increased accuracy in SNR, through

increased accuracy in amplitude with unchanged noise accuracy, because of increased

accuracy in attenuation [5], that the former uniquely provides.
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Figure 7.7: MBim planar defect. The imaged region is to the right of the dashed line. The
defect, of minimum enclosing radius, rd = 2.0λ, is located at yd = y∆/4 in the 100mm HDPE pipe
joint and is also shown in the boxed, zoomed image. The line at the centre of the zoomed defect
image represents the defect geometry. The absolute of the Hilbert transform of the summed wave,
ah(I), is normalised by its maximum in the x-y plane, mah(I) to form the defect image. Reflected
signals that scatter from the defect are not included, Iskip = no; attenuation correction is not used
αcorr = no; and symmetry about the fusion face, x = 0, is not used, Isymm = no.

7.5.2 Defect location and maximum radius using symmetry

assumption and gated zone partitioning

Included in figure 7.9 are the summation of reflected (skip) signals into the image,

depth-dependent attenuation correction, and image symmetry that is assumed about

the HDPE pipe fusion face, x = 0. Later, the effect of each of these, in turn, on

defect detection, location, sizing, and characterisation is detailed and analysed. In

figure 7.9, at the top-left of the circle in the zoomed defect image is the component of

MBim image that exists before Iskip, αcorr, and Isymm post-processing techniques are

applied. With this alone, defect location and sizing would be a significant challenge.

At the bottom of the defect circle is the Iskip component. The top-right of the circle

features the mirrored (about x = 0) image of the original image. Image components

originally to the right of x = 0 are here also mirrored to the left of x = 0, such as

234



Figure 7.8: MBim cylindrical void. The imaged region is to the right of the dashed line. The
defect, of radius, rd = 0.5λ, is located at yd = 3y∆/4 in the 100mm HDPE pipe joint and is
also shown in the boxed, zoomed image. The circle at the centre of the zoomed defect image
represents the defect geometry. The absolute of the Hilbert transform of the summed wave, ah(I),
is normalised by its maximum in the x-y plane, mah(I) to form the defect image. Reflected
signals that scatter from the defect are not included, Iskip = no; attenuation correction is not used
αcorr = no; and symmetry about the fusion face, x = 0, is not used, Isymm=no.

left is to right. Upon inclusion of the skip waves and mirrored waves it becomes

possible to size the defect, depicted by the red circle, accurately by sight. Despite

this, HDPE pipe joint defects could have a greater extent one or other side of the

fusion face, therefore sizing by this method must be conducted with awareness of

the assumption of symmetry.

Figure 7.10 shows a MBim defect the same as in figure 7.9, except for the thinner pipe

wall, which is here 56mm. Here the skip waves have a greater relative contribution

to the image than when the pipe inner wall was 100mm from the outer wall, in

figure 7.9. Similarly, attenuation correction here increases the amplitude of the

defect image and background noise less than for waves propagating to and from the

100mm back wall of figure 7.9. The influence of attenuation correction on defect

location and sizing capability is quantified below.

Through the example of a cylindrical void, MBim representation of defect images,
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Figure 7.9: MBim cylindrical void. The imaged region is to the right of the dashed line. The
defect, of radius, rd = 2.5λ, is located at yd = y∆/4 in the 100mm HDPE pipe joint and is
also shown in the boxed, zoomed image. The circle at the centre of the zoomed defect image
represents the defect geometry. The absolute of the Hilbert transform of the summed wave, ah(I),
is normalised by its maximum in the x-y plane, mah(I) to form the defect image. Reflected signals
that scatter from the defect are added in the image, Iskip = yes; depth-dependent attenuation
correction is used αcorr = yes; and assumed symmetry about the fusion face, x = 0, is used to
mirror each side of the image to the other, Isymm = yes.

including the summation of reflected skip waves and assumed symmetry about the

HDPE pipe joint fusion face have here been shown to significantly facilitate defect

location and sizing when visually inspecting the images.

MBim images of a planar defect are shown in figure 7.11 that feature novel visual

and automated defect location and sizing. The top image is a MBim defect image,

such as have been shown previously. The left image additionally features removal

of image content where the wave amplitude is low, using gating, both before and

after the addition of low-level Gaussian white noise to the image, to create a dither

effect that appears to visually increase greyscale bit depth, which may be considered

useful for visual inspection of defect images. The gate levels and dither noise levels

are globally chosen to provide high accuracy in automated location and automated

sizing for the 480 defect images used in this study. However, these parameters may
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Figure 7.10: MBim cylindrical void. The imaged region is to the right of the dashed line. The
defect, of radius, rd = 2.5λ, is located at yd = y∆/4 in the 56mm HDPE pipe joint and is also shown
in the boxed, zoomed image. The circle at the centre of the zoomed defect image represents the
defect geometry. The absolute of the Hilbert transform of the summed wave, ah(I), is normalised
by its maximum in the x-y plane, mah(I) to form the defect image. Reflected signals that scatter
from the defect are added in the image, Iskip = yes; depth-dependent attenuation correction is
used αcorr = yes; and assumed symmetry about the fusion face, x = 0, is used to mirror each side
of the image to the other, Isymm = yes.

be further optimised with more data. The perimeter points of the gated defect

image, without further dither and gating, is used to find distant pairs of points.

When a maximum separation, smax, is converged upon, the expected defect extent

is set, and also therefore its location, at the centre of the circle that passes through

the point pair.

MBim defect representation for visual sentencing, as well as for automated location

and automated sizing of defects, has here been demonstrated.

Last, concerning defect characterisation, figures 7.7 to 7.11 show the potential for

much increased capability in distinguishing between volumetric and planar defect

types, both visually, and potentially also automatically. For visual or automated

sentencing with the above defect images, dependence lies on the demonstrated ca-

pability in defect sizing and location.
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Figure 7.11: Top: MBim image of a planar defect with Iskip = yes, αcorr = yes, and Isymm = yes.
Left: A MBim image of the planar defect with amplitude gating before and after Gaussian white
noise dithering. Right: automated defect location and sizing using the perimeter of the gated
planar defect with distant perimeter points, where the vertical line is the planar defect geometry,
the circle bounding it is the simulated defect circle with radius, rd, and the larger circle marks the
automated location and automated size predicted from the defect image.

7.5.3 Discussion

Here is discussed the SNRs from the MBim simulated defect images, and averages

of SNRs of certain datasets of images. Shown in figure 7.12, is the ratio of the

root mean square of defect signal strength to the root mean square of imaged noise

signal strength, the SNR, for cylindrical voids of different defect radii, rd, and

numbers of aperture points, NA. The similarity of SNRs for NA = 2 and 4 suggests

near convergence for that many aperture points, found in equation (7.4.4). Defect

radius, rd, is seen here to have little effect on SNR of cylindrical voids at yd = 3y∆/4,

therefore a robust measure of defect detectability could be useful if this trend were

further investigated.

Shown in figure 7.13 are the defect signal-to-noise ratio, SNR, means and medians

over all defect radii, rd, and numbers of aperture points, NA. A-Π first loop through

yd = y∆/4 and 3y∆/4, then from cylindrical void to planar, then both not using and

using attenuation correction, next Iskip = no and yes, and lastly Isymm = no and

yes. The mean and median SNRs of A,C,..., the shallower defects, are not signif-

icantly different to those of B,D,..., the deeper defects; an optimum array position

and wedge angle, as seen in figure 7.1, ensures that the whole inspection region is
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Figure 7.12: SNR variation, nband = 3, with defect radius, rd, and number of aperture points,
NA, for cylindrical voids at a depth of yd = 3y∆/4 in 100mm wall HDPE pipe joints. Means and
medians are provided for each row and column, as well as for all tabulated SNRs. Greyscale box
shading equates to means in boxes.

well insonified and that regions with higher attenuation – the deeper defects – are

at shallower refraction angles, and therefore also well insonified. The cylindrical

voids, A,B,E,F,..., are suggested here to be similarly detectable to the planar de-

fects, C,D,G,H,..., where also, the average rd of both defect types is similar. The

defect images with attenuation correction, A-D,I-L,..., have higher SNRs than those

with attenuation correction, E-H,M-P,..., because the selection of a noise region, at

a certain depth that is different to the signal region will have different relative atten-

uation corrections applied to them. The defect images without reflected skip signals

added to the defect region, A-H and Q-X, have lower SNRs than those without,

I-P and Y-Π, because there is partial destructive superposition of the waves when

the skip signals are added. The defect images without the addition of an image

mirrored about the fusion face, A-P, have similar SNRs to those with such mir-

roring, Q-Π, because linear summation of two regions with equal SNR does not

inherently alter SNR. Defect SNR means and medians for TDFE, nband = 1, can
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Figure 7.13: Defect SNR means and medians over all defect radii, rd, and numbers of aperture
points, NA. A-Π first loop through yd = y∆/4 and 3y∆/4, then from cylindrical void to planar, then
both not using and using attenuation correction, next Iskip = no and yes, and lastly Isymm = no
and yes.

range from approximately 70% less to 30% more than those of MBFE, nband = 3,

where attenuation, and therefore SNR, is of high accuracy.

Shown in figure 7.14 are the means and medians over all defect radii, rd, and numbers

Figure 7.14: Defect location uncertainty, εrdc , means and medians over all defect radii, rd,
and numbers of aperture points, NA. A-Π first loop through yd = y∆/4 and 3y∆/4, then from
cylindrical void to planar, then both not using and using attenuation correction, next Iskip = no
and yes, and lastly Isymm = no and yes.
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of aperture points, NA, of the defect automated location uncertainty,

εrdc/mm =

√
(xdc − xmax)2 + (ydc − ymax)2, (7.5.1)

where subscript ‘dc’ is defect centre and subscript ‘max’ denotes locations, separa-

tions, and sizes obtained from distant perimeter points, shown in figure 7.14. All

automated location uncertainty means and medians are relatively low for 100mm

thick HDPE pipes, ranging from approximately 0.5 to 2mm. Sizing between deep

and shallow defects is of similar accuracy. The same is true of cylindrical voids and

planar defects. Attenuation correction does not conclusively alter defect automated

location uncertainty. Without imaging symmetry, adding skip signals is not seen to

improve defect automated location uncertainty, while with symmetry, adding these

reflected paths to the defect image does reduce this uncertainty. MBim imaging

with symmetry overall is seen to improve defect automated location uncertainty.

Shown in figure 7.15 are the means and medians over all defect radii, rd, and numbers

Figure 7.15: Defect sizing uncertainty, εrd , means and medians over all defect radii, rd, and num-
bers of aperture points, NA. A-Π first loop through yd = y∆/4 and 3y∆/4, then from cylindrical
void to planar, then both not using and using attenuation correction, next Iskip = no and yes, and
lastly Isymm = no and yes.
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of aperture points, NA, of the defect automated sizing uncertainty,

εrd =
2rd − smax

2rd
. (7.5.2)

Automated sizing uncertainty means and medians are generally of the order of less

than 50%, while some are up to 100%, and two are larger still. The defect sizing is

dependent on the signal amplitude at which the defect perimeter is defined. This

would be further optimised using a large library of MBim simulated defect images

for the specified inspection conditions.

7.6 Conclusions

The analytical multiband finite element simulation and imaging (MBim) system is

demonstrated with nondestructive evaluation of high-density polyethylene (HDPE)

pipe joints where compressional waves are sent from water into viscoelastic HDPE

pipe material.

MBim waveform simulation is shown to well represent such ultrasonic inspection

with accurate ultrasonic scattering, refraction, and reflection. This was not previ-

ously possible.

MBim defect imaging is exemplified for both visual and automated sentencing with

ultrasonic images; methods for defect detection, location, sizing, and characterisa-

tion by visual sentencing are provided, as are methods for defect detection, location,

and sizing by automated sentencing. In all, high accuracy is achieved.
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7.7 Appendices

7.7.1 Derivation of single known location ray tracing un-

certainty magnification

Snell’s law with uncertainties in incident and transmitted wave angles, εθ1 and εθ2 ,

can be written,

sin (θ1 + εθ1)

v1

=
sin (θ2 + εθ2)

v2

. (7.7.1)

Because εθ1 = 0⇔ εθ2 = 0,

θ2 = arcsin

(
v2

v1

sin θ1

)
. (7.7.2)

Combining equations (7.7.1) and (7.7.2) yields,

εθ1 = arcsin

{
v1

v2

sin

[
arcsin

(
v2

v1

sin θ1

)
+ εθ2

]}
− θ1, (7.7.3)

as depicted in figure 7.1.
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7.7.2 Snell’s refraction angles using quartic or expanded

solutions

For a two medium region of interest separated by a flat interface,

x

v1

√
x2 + y2

s

=
xs − x

v2

√
(xs − x)2 + y2

i

, (7.7.4)

where x and y are Cartesian coordinates within the region of interest, (xs, ys) is the

source location, and (xi, yi) is the imaged location. This can be solved as a quartic

polynomial or with a many-term expansion. These methods have solutions that are

variously unstable or not unique, as well as being less computationally efficient than

the chosen Fermat path method.

7.7.3 Snell’s refraction angles by iteration

The incident angle, θ1, can be iterated for using,

θ1 = arccos

(
ys
yi
· sinφ2

sinφ1

· cos θ2

)
, (7.7.5)

where θ2 is defined in equation (7.7.2),

where

φ1 = θ2 − θ1 − φ2, (7.7.6)

φ2 = ψ1 − θ1, (7.7.7)

and

ψ1 = arctan

(
xi − xs
yi − ys

)
. (7.7.8)
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This iterative method is stable and convergent, but less computationally efficient

than the chosen Fermat path method.
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Chapter 8

Experimental array imaging

8.1 Abstract

Angled ultrasonic array imaging of vertically aligned side-drilled holes in a high-

density polyethylene (HDPE) pipe test block using an experimental binary array

controller is conducted, with moderate defect detection potential, high detected de-

fect location potential, and moderate detected defect sizing and characterisation

potential, for necessarily full through wall depth coverage. This is done with the

multiband waveform simulation and imaging (MBim) method and pulse specifica-

tion (PS) noise reduction method. The experimental binary coded sequence array

controller and array setup used then had suboptimal lateral resolution and energy

input capabilities, so higher defect sizing and characterisation capabilities could

otherwise also be expected from these results.

8.2 Introduction

The aim of the EngD project for which this study is conducted is to improve the ul-

trasonic array inspection of high-density polyethylene (HDPE) heat-fused pipe joints

of cooling water pipework that is installed in EDF Energy’s nuclear power stations.

While ultrasound array inspection is now established for safety-critical metal com-

ponents, HDPE poses a hugely challenging problem, that the ultrasound waves are

heavily attenuated by the material. This impacts multiple aspects of the inspection

and of the modelling that is needed to design and qualify inspection. This is shown

in this thesis, through improvements to the validation of such inspections using im-
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proved and optimised simulation techniques. Also, imaging techniques have been

developed and implemented that are useful both with simulated and real ultrasonic

array waveforms.

Here the use of these imaging techniques is used, with an experimental binary coded

sequence array controller [1] and array system developed at Imperial College London

by Dr. Julio Isla and Dr. Fred Cegla, to demonstrate moderate defect detection

potential, high detected defect location potential, and moderate detected defect

sizing and characterisation potential, for necessarily full through wall depth coverage.

This array controller and array setup is chosen because the array controller achieves

high signal-to-noise ratio in highly attenuating media, such as HDPE pipe material.

HDPE pipe joint inspection capability with an immersed angled ultrasonic array has

also been demonstrated for diagonally aligned side-drilled holes at moderate angles

of inspection and narrow pipe walls, also with an alternative, Hadamard, coded data

acquisition [2, 3], but not with the refraction correction of the MBim method, the

noise reduction of the PS method, and full through wall depth coverage, which will

be demonstrated here.

8.3 Existing approaches

Described here are the existing approaches required for data acquisition and imaging.

8.3.1 Data acquisition

The ultrasonic array data acquisition hardware and technique is that of [1]. A full

matrix of array element transmit and receive combinations is obtained through the

correlation of the raw coded sequence data.

The experimental array controller and array setup was, at the stage of use, not yet

optimal for HDPE pipe joint inspection. The array had only 16 elements, a pitch

of p = 0.328125mm, and a consequent array active aperture of A = 5.25mm. While

there exists a need, discussed respectively in chapters 7 and 9, for large aperture

angles and small element pitches; the array aperture was small, A = 5.25mm, and

therefore so was the array aperture angle. Consequently, the setup could not achieve

moderate or high lateral resolution. The array elements also had small surface area

and therefore less total energy transmission capability, which is problematic for the
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inspection of highly attenuating media such as HDPE.

8.3.2 Imaging technique

The imaging technique is that of [5] described in chapter 7, which implements total

focusing [6].

8.4 Method

The method given here includes the manufacture of a HDPE test block, the exper-

imental setup used to acquire the data, and the approach to ultrasonic imaging.

8.4.1 HDPE test block manufacture

First, a test block is cut from a HDPE pipe, retaining the circumferential, axial,

and radial orientations of the pipe, as shown in figure 8.1. Next, side-drilled holes

are machined into the wall of the test block, again seen in the figure. The surface

is smoothed to best represent HDPE pipe outer surfaces. Last, waterproof tape is

applied to the SDH ends to maintain an air-filled volume, as would be present in

volumetric HDPE pipe joint defects. The HDPE pipe test block with waterproof

tape and smoothed outer sufrace is photographed in figure 8.2.

8.4.2 Immersion setup

The immersion setup used is depicted in figure 8.1. It shows angled ultrasonic array

inspection of the HDPE pipe block where the array is offset from the SDHs, marked

by the solid circles, and the array face and HDPE block are immersed in water.

The array elements are the circles, which are separated by a pitch, p, and active

aperture, A. The base height of the array is h, the array is offset axially from the

fusion face by standoff, s, and the wall thickness between the outer and inner wall of

the HDPE pipe is w. The array is angled at θ1 from normal to the pipe outer wall.

The angle at which the maximum amplitude of the ultrasound propagates in the

HDPE pipe is θ2, and this varies a little because of the minor frequency-dependent

of ultrasonic bulk longitudinal phase velocity in HDPE pipe material [2]. This is

depicted at half, once, and twice the centre frequency to show the dispersiveness of
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Figure 8.1: Angled ultrasonic binary array inspection of the HDPE pipe block where the array
is offset from the SDHs, marked by the solid circles, and the array face and HDPE block are
immersed in water. The array elements are the circles, which are separated by a pitch, p, and have
an active aperture, A. The base height of the array is h, the array is offset axially from the fusion
face by standoff, s, and the wall thickness between the outer and inner wall of the HDPE pipe is
w. The array is angled at θ1 from normal to the pipe outer wall. The angle at which the maximum
amplitude of the ultrasound propagates in the HDPE pipe is θ2. This is depicted at half, once,
and twice the centre frequency to show the dispersiveness of the medium; the angle at f0/2, f0,
and 2f0 are respectively the bottom, middle, and top rays.

the medium; the angle at f0/2, f0, and 2f0 are respectively the bottom, middle, and

top rays.

8.4.3 Imaging method

The imaging technique of [5] described in chapter 7 is applied to the ultrasonic wave-

form full matrix data. Also, the pulse specification (PS) noise reduction method of

[8] is applied to images of the SDHs in the HDPE pipe block. For comparison,

252



Figure 8.2: HDPE pipe test block SDHs, waterproof tape covering their air gaps, and smoothed
outer surface.

an ultrasonic image obtained without the interface refraction and transmission im-

provements of MBim and PS noise reduction is also provided.

A threshold of -30dB is applied to all images to represent moderately high SNR.

SNR improvements would be expected with an optimum array controller and array

for the inspection of highly attenuating media, such as HDPE.

8.5 Results

Analysed here is first the angled immersion ultrasonic binary array image of the

HDPE pipe test block obtained without the interface refraction and transmission

improvements of MBim and without PS noise reduction, then, with the latter, and

last, with both.

In figure 8.3, the top SDH, and the two SDHs below it, are partially distinguishable

from the noise with -30dB thresholding. The fourth SDH has very low SNR and
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Figure 8.3: Angled immersion ultrasonic binary array image of the HDPE pipe test block obtained
without the interface refraction and transmission improvements of MBim and without PS noise
reduction. The circles mark the SDHs. These span the full wall thickness, w of the HDPE pipe
test block.

the fifth is not discernible. However, the higher defects, at higher inspection angles,

are imaged increasingly far to the left of the SDHs without MBim refraction and

transmission corrections. Lateral defect resolution is expectedly low.

In figure 8.4, where PS noise reduction is implemented, the SNR of all SDHs in-

creases. The top three SDHs are visible with high SNR. The fourth is possibly

present, but with low SNR. The fifth is not discernible. Again, the lack here of

refraction and transmission corrections result in skewed defect signatures relative to

their locations. The later resolution remains low.

In figure 8.5, where MBim refraction and transmission corrections and PS noise
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Figure 8.4: Array image of the test block obtained without the interface refraction and trans-
mission improvements of MBim but with PS noise reduction.

reduction are implemented, for the top three SDHs there is similar SNR to the case

without refraction and transmission corrections but with PS noise reduction shown

in figure 8.4, but the fourth defect signature is more localised. The fifth remains

undetected. While the lateral resolution remains inherently low, the SDHs are now

located with high accuracy. Consequently, such a NDE inspection of a HDPE pipe

joint for fusion interface defects would be able to sentence such defects with higher

probability of detection.
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Figure 8.5: Array image of the test block obtained with the interface refraction and transmission
improvements of MBim and with PS noise reduction.

8.6 Conclusions

Angled ultrasonic array imaging of vertically aligned side-drilled holes in a high-

density polyethylene (HDPE) pipe test block using an experimental binary array

controller is conducted, with moderate defect detection potential, high detected

defect location potential, and moderate detected defect sizing and characterisation

potential, for necessarily full through wall depth coverage. This is done with the

multiband waveform simulation and imaging (MBim) method and pulse specification

(PS) noise reduction method. The used experimental binary coded sequence array

controller and array setup then had suboptimal lateral resolution and energy input
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capabilities, so higher defect sizing and characterisation capabilities could otherwise

also be expected from these results.
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Chapter 9

Optimum ultrasonic array and

water-filled wedge specifications

for HDPE pipe joint inspection

9.1 Abstract

Detailed here are guidelines for the optimisation of the HDPE pipe joint angled

ultrasonic array inspection standoff – distance from the front array element to the

fusion face – for an industrially relevant range of inspection temperatures, ultra-

sonic frequencies, and pipe wall thicknesses with their corresponding target depths

through the pipe wall and water-filled wedge angles. The necessary user input pa-

rameters for such are specified and shown in figure 9.1 for this HDPE pipe joint

inspection configuration.

9.2 Introduction

Long axial distance inspections, using guided waves have previously been considered

for HDPE pipe joint inspections [1]. As described in chapter 1, this method has low

resolution and signal-to-noise ratio (SNR) relative to bulk wave ultrasonic array

inspection of HDPE pipe joints, exemplified in figure 9.1. However, the ultrasonic

array should not be positioned directly over the fusion face, because there the array

cannot cleanly transmit or receive ultrasound through the surface profile variation

caused by the existence of a bead or debeaded region. The bead is a ridge where
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Figure 9.1: Angled ultrasonic array inspection of HDPE pipe heat fused joints where the array
is offset from the bead or debeaded region of the joint and the array is mounted on an angled,
water-filled wedge directed towards the heat fusion face of the joint. The array elements are the
circles, which are separated by a pitch, p, and active aperture, A. The base height of the water
wedge is h, the array is offset axially from the fusion face by standoff, s, the wall thickness between
the outer and inner wall of the HDPE pipe is w, and the radial depth on the fusion face of the
target region is d. The water wedge is angled at θW from normal to the pipe outer wall. The angle
at which the maximum amplitude of the ultrasound propagates in the HDPE pipe is θ2. This is
depicted at half, once, and twice the centre frequency to show the dispersiveness of the medium;
the angle at f0/2, f0, and 2f0 are respectively the bottom, middle, and top rays.

melted material cooled after being squeezed from the heat fused joint. The two

pipe ends contract during cooling, more so around the bead than the nearby pipe

material, thus forming two dips adjacent to the bead. These dips, or troughs, prevent

most ultrasonic transmission and reception. Even when the bead has been removed

to leave a flat region, there is still likely to be imperfection, or surface roughness,

which will be highly problematic for ultrasound transmission. For these reasons

ultrasonic inspection normal to fusion face is highly impractical.
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An array normal to the fusion face, but offset adjacently, along the length of the

pipe, can achieve some fusion joint coverage, but high inspection angles, near the

outer wall of the pipe, shown in figure 9.1, would receive very little ultrasound bulk

longitudinal wave energy, due to the directionality of the array elements. Also, shear

wave types are extremely highly attenuated in viscoelastic media, such as HDPE

[3], such that they propagate only the shortest of distances and are impractical for

ultrasonic inspection, for example, using surface waves. Such surface waves signals

would also be inherently coincident with the joint bead or debeaded signal, and

therefore defects would be difficult to detect using surface waves.

Therefore, inspection with a wedge is considered the best available option. However,

shallow angle wedges with wedge angle, θW < 21◦ for a water-HDPE interface, are

subject to multiple reverberation from array to material face and back again. Con-

sequently, such shallow inspection angles result in long durations before ultrasonic

signals can be received, after these reverberations subside, from external inspected

regions.

Concerning wedge material, conventionally used polymers have a similar ultrasound

phase velocity to HDPE. This means the wave would not be refracted forwards

towards the fusion face, but instead propagate with little deviation. There would

be low ultrasound energy at high angles of inspection in this low refraction scenario,

and, therefore low defect detection probability for the full joint region. Conversely, a

water-filled wedge may be used, as is done here and in similar industrial inspections.

This results in the required ultrasound steering and high area coverage of the fusion

joint. This approach should give a high probability of detection for fusion face

defects.

9.3 Theory

The refraction angle in HDPE, θ2, is determined using the ultrasound bulk longitu-

dinal phase velocities at a given frequency in water and HDPE, respectively vp,1,2,

and the wedge angle, θW , with Snell’s law,

k1 sin θW = k2 sin θ2, (9.3.1)
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where the real components of the dispersion relations, k1,2, are inversely proportional

to the velocities, vp,1,2, in each medium. These dispersion relations vary significantly

with frequency and temperature, in HDPE pipe material [2], while the bulk longi-

tudinal phase velocity varies little with frequency, as described above.

9.4 Method

The method for obtaining the optimum HDPE pipe joint angled ultrasonic array

inspection standoff, s, which is the distance from the front array element to the

fusion face, is given here. The necessary user input parameters for such are shown

in figure 9.1. First, because shallow inspection angles, θW < 21◦ for a water-HDPE

interface, result in multiple wedge reverberations, this optimum standoff algorithm

warns users against input of wedge angles below this threshold with a conditional

if-statement in the algorithm that seeks angles below said threshold.

The optimisation is conducted for the paths through each medium over which the

peak amplitude of the wave propagates along, the ‘ray path’ of the wave. This is

done at centre frequency, f0, as well as at half and double this frequency, as shown in

figure 9.1, illustrating the wave dispersion of these components. This shows, using

the acoustic properties of HDPE [2], that there is low bulk wave dispersiveness in

HDPE.

Next is a list of configurable array and wedge parameters. The number of array

elements, Nel, may be specified by the user; the pitch, p, or spacing between adjacent

array elements is also specified by the user; and the array active aperture is set from

the former two parameters,

A = Nelp. (9.4.1)

The base height of the array, h, is chosen by the user, which is the radial distance

from the bottom of the wedge to the centre of the array element closest to the base.

Last, the water-filled wedge angle, θW , is chosen by the user.

Concerning the targetted region of the fusion face, there exists low sound energy at

high angles of refraction and therefore at regions of the fusion face near the outer

wall of the HDPE pipe. Also, ultrasound amplitude decays exponentially with wave
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propagation distance and is therefore lower at the fusion face near the inner wall of

the HDPE pipe. These effects are opposing and are known to be of similar order.

Consequently, the target depth, d, within the fusion face should be specified by the

user to be half radial depth through the wall thickness, w, for the highest probability

of detection for full joint coverage.

Below is the algorithm used to obtain the optimum standoff, s, for inspection of

HDPE pipe joints. It is seen in figure 9.1 that the centre of the array is a distance

A/2 from elements at either end of the array. This location is defined here to be

an axial distance left of the array element that has least axial distance, s, from the

fusion face,

lx =
A

2
cos θW . (9.4.2)

This location is also defined here to be a radial height above the array element that

has least radial distance, h, from the interface,

ly =
A

2
sin θW . (9.4.3)

It is seen in the figure that the axial projections of the two ray paths are x1 and x2,

within the wedge and the pipe respectively. Summing these yields the distance of

the centre of the array from the fusion face,

x1 + x2 = s+ lx. (9.4.4)

The axial distance between the centre of the array and this intersection point,

trigonometrically, is

x1 = (h+ ly) tan θW , (9.4.5)

The axial distance between this intersection point and the fusion face, trigonomet-
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rically, is

x2 = d tan θ2, (9.4.6)

where θ2 is found using equation (9.3.1). Consequently, the standoff, s, is obtained

through combination of equations (9.4.4) to (9.4.6); equation (9.4.4) may be restated

as follows,

s = x1 + x2 − lx. (9.4.7)

The above approach has aided the design of two optimum ultrasonic arrays for

the inspection of the fusion joints of small-to-medium and medium-to-large wall

thickness, w, HDPE pipes, as well as an optimum water-filled wedge, with Imasonic

SAS, France. Below, the above algorithm is deployed for industrially relevant pipe

wall thicknesses, w, and therefore half wall thickness target depths, d, to provide

guidelines for the optimum standoffs, s, at which to inspect HDPE pipe joints.

9.5 Results

The optimum pitch, p, should be of the order of half a wavelength at centre frequency,

λ0, to avoid unwanted wave diffraction known as grating lobes [4]. For example, for

a centre frequency of f0 = 2.25MHz the ultrasonic bulk longitudinal wavelength is

λ0 = 1.08mm, leading to a suggested maximum pitch of p = 0.54mm. The pitch,

p = 0.5mm, used below and in the arrays designed and built with Imasonic SAS,

adhere to this condition.

The optimum standoffs, s, for HDPE pipe joint inspection are given here for a range

of potential inspection temperatures, ultrasonic frequencies, and half wall thickness

target depths, d, for typical pipe wall thicknesses used in industry, w. The array and

wedge parameters are chosen to be p = 0.5mm, Nel = 64, A = 32mm, θW = 30◦,
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and h = 23.4mm. Consequently, the uncertainty of optimum standoffs is,

εs = E(s)εvp , (9.5.1)

where E(s) is the expected value of the standoff, and the attenuation and phase

velocity fractional uncertainties are found in [2] and chapter 2.

The guideline standoffs for 5◦C increments from 5◦C to 40◦C, for centre frequencies

f0 = 1, ..., 5MHz, and for a small wall thickness pipe with radial target depth,

d = 13mm, are given in table 9.1. The optimum standoff uncertainty is εs = 0.4mm.

T/◦C f/MHz 1 2 3 4 5
5 25.2 25.4 25.6 25.6 25.7
10 24.4 24.7 24.8 24.9 24.9
15 23.6 23.9 24.0 24.1 24.1
20 22.7 23.0 23.1 23.2 23.2
25 21.8 22.1 22.2 22.3 22.4
30 21.0 21.3 21.4 21.5 21.5
35 20.3 20.6 20.7 20.8 20.8
40 19.7 20.0 20.1 20.2 20.2

Table 9.1: Optimum wedge standoffs, s, in millimetres, for HDPE pipe joint inspection at a
target depth of d = 13mm, for a range of inspection temperatures and ultrasonic frequencies. The
array and wedge parameters are chosen to be p = 0.5mm, Nel = 64, A = 32mm, θW = 30◦, and
h = 23.4mm. Therefore, the optimum standoff uncertainty is εs = 0.4mm.

As can be seen in table 9.1, and is shown in figure 9.2, when the phase velocity

of HDPE is higher and therefore further from that of water – at low temperatures

and high frequencies – the required standoff increases. This can be significant when

velocity variation is high for a give step in frequency or temperature, which occurs

for low values of both parameters. Consequently, a high standoff is required to

achieve full joint coverage at low temperatures or higher ultrasonic frequencies.

Next, the guideline standoffs for a medium wall thickness pipe with radial target

depth, d = 28mm, are given in table 9.2. The optimum standoff uncertainty is

εs = 0.7mm. The conclusions for the small wall thickness pipe hold for this medium

wall pipe.

Last, the guideline standoffs for a large wall thickness pipe with radial target depth,

d = 50mm, are given in table 9.3. The optimum standoff uncertainty is εs = 1.2mm.

The conclusions for the small and medium wall thickness pipes hold for this large
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Figure 9.2: Ultrasonic bulk wave phase velocity, vp, at low and high frequencies, f , and low and
high temperatures, T , and the corresponding changes in standoff, s for target depth, d = 13mm.

T/◦C f/MHz 1 2 3 4 5
5 49.3 49.9 50.2 50.3 50.3
10 47.7 48.3 48.6 48.7 48.8
15 45.9 46.5 46.8 46.9 47.0
20 44.0 44.6 44.9 45.0 45.1
25 42.1 42.7 43.0 43.1 43.2
30 40.4 41.0 41.2 41.4 41.5
35 38.9 39.4 39.7 39.8 39.9
40 37.6 38.1 38.4 38.5 38.5

Table 9.2: Optimum wedge standoffs, s, in millimetres, for HDPE pipe joint inspection at a
target depth of d = 28mm, for a range of inspection temperatures and ultrasonic frequencies. The
optimum standoff uncertainty is εs = 0.7mm and all other parameters are the same as for table
9.1.

wall pipe.

9.6 Conclusions

Guidelines for the optimum inspection of HDPE pipe joint fusion face defects us-

ing an ultrasonic array and water-filled wedge are provided. The distance of the

front of the array from the fusion face, known as the standoff, is given for an indus-
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T/◦C f/MHz 1 2 3 4 5
5 84.7 85.8 86.2 86.4 86.5
10 81.8 82.9 83.3 83.6 83.7
15 78.6 79.7 80.2 80.4 80.6
20 75.2 76.3 76.8 77.0 77.2
25 71.9 72.9 73.4 73.7 73.8
30 68.8 69.8 70.3 70.5 70.7
35 66.1 67.1 67.5 67.8 67.9
40 63.7 64.1 65.1 65.4 65.5

Table 9.3: Optimum wedge standoffs, s, in millimetres, for HDPE pipe joint inspection at a
target depth of d = 50mm, for a range of inspection temperatures and ultrasonic frequencies. The
optimum standoff uncertainty is εs = 1.2mm and all other parameters are the same as for tables
9.1 and 9.2.

trially relevant range of inspection temperatures, ultrasonic frequencies, and pipe

wall thicknesses with their corresponding target depths through the pipe wall and

water-filled wedge angles.
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Chapter 10

Conclusions

Here is the review of outcomes of this Engineering Doctorate (EngD) project that

are provided in this thesis and potential future works that could be conducted to

advance this area of research.

10.1 Thesis Review

The aim of the project was to improve the ultrasonic array inspection of high-

density polyethylene (HDPE) heat-fused pipe joints of cooling water pipework that

is installed in EDF Energy’s nuclear power stations. Whereas ultrasound array

inspection is now established for safety-critical metal components, HDPE poses a

hugely challenging problem, that the ultrasound waves are heavily attenuated by the

material. This impacts multiple aspects of the inspection and of the modelling that

is needed to design and qualify inspection. The thesis reports a range of research

that was needed to overcome this challenge.

Within the thesis, first accurate acoustic properties of HDPE were obtained that

are necessary for improved simulated or real ultrasonic array imaging of HDPE pipe

joints. Accuracy of a few percent has been achieved here. Next in the thesis, a

simulation technique has been developed for representing ultrasound in such inspec-

tions that has both high accuracy and efficiency. Further, analytical analysis of

ultrasound scattering from cylindrical voids from elastic media has been extended

to general, attenuative media, as well as provided a new method for image recon-
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struction of said cylinders. Also, the Huygens-Fresnel principle has been used to

represent ultrasound scattering from volumetric and planar voids, to image sub-

wavelength features of these defects in an ideal circular array setup, and to image

angled ultrasonic array nondestructive evaluation (NDE) of potential defects occur-

ring in HDPE pipe joints. An automated and antidispersive system for reducing

coherent and incoherent noise in waveforms with an isolated wave reflection sig-

nal has been devised. An imaging and analysis method for ultrasonic array NDE

that can represent defects in a refractive, reflective, and scattering environment in

attenuating media, which is applied to data from the above developed simulation

technique has been produced. The work of the thesis applied much of the above

imaging and analysis method to defects machined into HDPE pipe material, with

an experimental ultrasonic array controller, yet with an array of limited suitability.

Last, parameters have been specified for ultrasonic arrays and a water-filled wedge,

which are optimum for HDPE pipe joint inspection, and have been designed and

built by Imasonic SAS, France, for research use at Imperial College London.

10.2 Main Findings

The main findings from the project are provided here on a chapter-by-chapter basis,

excepting the first chapter, which comprises an introduction and review of exist-

ing literature, and the tenth and final chapter that is this chapter, which provides

conclusions.

The acoustic properties of HDPE pipe joints are obtained to provide improved accu-

racy and efficiency of interpretation and calibration of real ultrasonic NDE data, as

well as to provide a necessary foundation for accurate simulation and modelling of

ultrasonic NDE of HDPE pipe joints. Accuracy of a few percent has been achieved

here. These acoustic properties have been used in all simulations throughout this

project.

Conventional time domain finite element (FE) and conventional frequency domain

FE simulation techniques could not provide such benefits as high computational

accuracy, efficiency, and large model size. To do so, the multiband finite element

(MBFE) modelling technique is developed. Comprising so few as three time domain

simulations, MBFE provides ultrasonic simulation accuracy improvements of factors

from approximately 1.5 to 10 over one time domain FE simulation, as has been
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demonstrated in HDPE for a computational duration a few times that of a time

domain finite element simulation.

In the consideration of a breadth of simulation techniques, within the categories of

FE and analytical, analytical ultrasonic scattering from a cylindrical void is imple-

mented for simulated elastic media and generalised to viscoelastic media to provide

alternative and efficient accurate analytical simulation of such scattering in HDPE

pipe material. A new method for image reconstruction of such scatterers is shown to

be effective for the cylindrical geometry found in this idealised ultrasonic transmit-

receive configuration, where waves propagate to and from the scatterer at all angles.

In further consideration of analytical approaches for the accurate and efficient simu-

lation of ultrasonic scattering in viscoelastic media such as HDPE pipe material, the

Huygens-Fresnel principle is used to represent ultrasound scattering from volumetric

and planar voids. This is therefore more general than prior analysis of scattering

from cylindrical voids. With an ideal circular arc distribution of ultrasonic trans-

mitters and receivers around the scatterer, imaging of sub-wavelength features of

the defects in HDPE pipe material, or scatterers, is conducted that is representative

of those that could be found during real ultrasonic NDE of HDPE pipe joints.

For highly attenuating media such as HDPE pipe material, the signal-to-noise ratio

of received ultrasonic NDE waves can be undesirably low. Consequently, an au-

tomated and antidispersive system for reducing coherent and incoherent noise in

waveforms with an isolated wave reflection signal is developed. For incoherent noise

in HDPE and for coherent noise in a large grained metal alloy, improvements in

signal-to-noise ratio (SNR) of factors of approximately 5 and 3 are demonstrated

relative to unprocessed waveforms and waveforms with an optimised frequency fil-

tering technique.

Imaging of potential defects is fundamental in much accurate and reliable ultrasonic

NDE, including when using array technology, as is done for HDPE pipe joint inspec-

tion. Further, accurate and reliable simulation of the data acquisition and imaging

of HDPE pipe joints can demonstrate capability in potential defect detection, loca-

tion, sizing, and characterisation of defect type when validated by equivalent and

comparable real ultrasonic array NDE. With this method, simulated planar and

volumetric defects in HDPE pipe joints are demonstrated as potentially detectable

and sizeable through pipe wall thicknesses of up to 100mm and defect sizes down to

a few millimetres or less.
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Development of ultrasonic array data acquisition and imaging of HDPE pipe ma-

terial that contains representative potential defects, and that contains machined

standard geometries, such as side-drilled holes and notches, is provided. This is

conducted with available, limited suitability hardware but still assists in the valida-

tion of the simulation and imaging techniques of this project. For example, despite

the limited suitability of the data acquisition hardware, volumetric defects in HDPE

pipe material are demonstrated as detectable through pipe wall thicknesses up to

56mm and defect sizes down to a millimetre or less. These are also located with mil-

limetre accuracy when the developed imaging refraction correction is implemented.

For the ultrasonic array NDE of HDPE pipe joints where a water-filled wedge is used

to direct the ultrasound towards the HDPE pipe joint, by existing or newly developed

techniques, provided here are optimum distances of the wedge from the HDPE

pipe fusion joint for realistic temperatures and frequencies. From this optimisation

method, arrays and a water-filled wedge have been designed and built by Imasonic

SAS, France, for research use at Imperial College London.

Each area of study in this thesis provides advancements for the ultrasonic inspection

of highly attenuating media and for the ultrasonic array NDE of HDPE pipe joints.

10.3 Future work

Outlined here are aspects of the project the author thinks would benefit from future

research work.

The overall goal of this future work would be to improve the ultrasonic inspection

of highly attenuating media through further research into simulation techniques for

ultrasonic waves in said media. The NDE of HDPE pipe joints should be advanced

through inspection simulations and laboratory-based feasibility studies, leading to-

wards the demonstration of a site-ready, advanced ultrasonic HPDE pipe joint imag-

ing system.

10.3.1 Potential approaches to future work

While the potential of ultrasonic inspection of highly attenuating media has been

advanced very significantly by the original work in multiple topics reported in this

thesis, improvement is always possible, both in the implementation of new techniques
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and in the optimisation of these techniques towards industrial goals.

Consequently, in advancement of the simulation tool that has arisen from the work in

this thesis, which describes ultrasonic waves in viscoelastic media and their interac-

tion with heterogeneities in said media, it would be beneficial to develop user-friendly

software tools that make this simulation tool more readily accessible. Also, the im-

proved quantification of imaged defect detectability would be worthwhile to pursue.

This could involve sentencing through four quantifiable themes: defect detection,

location, sizing, and characterisation. Detection capability may be quantified with

receiver operating characteristic (ROC) curves, location with the detection of defect

maxima applied to defect images or waveforms, sizing with the analysis of ultrasonic

amplitude obtained from the defect, and characterisation through the analysis of de-

fect structure and comparison with a known defect library. The sentencing of these

four nondestructive evaluation (NDE) quantities may be conducted visually by an

operator or partially automated with algorithms. The four NDE quantities should

be sought with increased accuracy in future work and the provided methods for

sentencing should be further validated and improved through scientific procedure.

A defect library should be built for representative defects in relevant NDE scenarios

such as the ultrasonic inspection of HDPE pipe joints.

A presently underexploited technique in NDE is data fusion. Data from all sources

can provide a more precise quantification of the four NDE quantities detailed above.

For the example of linear ultrasonic array inspection, the multiple images obtained in

a set of data acquisitions, such as when moving on a scanning frame with encoded

location around the circumference of a pipe, may readily be summed to create a

three dimensional image of the inspected volume. This is very data efficient when

compared with using matrix (two-dimensional) ultrasonic arrays that acquire data

at each inspection location and it should yield a comparable three-dimensional image

of the inspected volume.

The NDE procedures of existing HDPE pipe joint inspection could be updated to

include a temperature measurement, such that temperature correction, using the

methods and data of this thesis, can be applied to the ultrasonic data interpreta-

tion obtained in routine inspections. The procedure could also be updated to have

required distances of the array from the HDPE pipe joint that are based on the

methods and data of this thesis.

The work and progress of this thesis should be continued on an academic and re-
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search level, in close collaboration with industrial partners, such that the aim of

improved ultrasonic inspection of highly attenuating media, and of HDPE pipe

joints, should be achieved.
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