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Abstract

Elastic wave scattering from randomly rough surfaces and a smooth surface are es-
sentially different. For ultrasonic nondestructive evaluation (NDE) the scattering
from defects with smooth surfaces has been extensively studied, providing funda-
mental building blocks for the current inspection techniques. However, all realistic
surfaces are rough and the roughness exists in two dimensions. It is thus very im-
portant to understand the rough surface scattering mechanism, which would give
insight for practical inspections. Knowledge of the stochastics of scattering for dif-
ferent rough surfaces would also allow the detectability of candidate rough defects
to be anticipated. Hence the main motivation of this thesis is to model and study
the effect of surface roughness on the scattering field, with focus on elastic waves.
The main content of this thesis can be divided into three contributions.

First of all, an accurate numerical method with high efficiency is developed in
the time domain, for computing the scattered waves from obstacles with arbitrary
shapes. It offers an exact solution which covers scenarios where approximation-
based algorithms fail. The method is based on the hybrid idea to combine the finite
element (FE) and boundary integral (BI) methods. The new method efficiently cou-
ples the FE equations and the boundary integral formulae for solving the transient
scattering problems in both near and far fields, which is implemented completely
in the time domain. Several numerical examples are demonstrated and sufficiently
high accuracy is achieved with different defects. It enables the possibility for Monte
Carlo simulations of the elastic wave scattering from randomly rough surfaces in
both 2D and 3D.

The second contribution relates to applying the developed numerical method to
evaluate the widely used Kirchhoff approximation (KA) for rough surface scatter-
ing. KA is a high-frequency approximation which limits the use of the theory for
certain ranges of roughness and incidence/scattering angles. The region of validity
for elastic KA is carefully examined for both 1D and 2D random surfaces with Gaus-
sian spectra. Monte Carlo simulations are run and the expected scattering intensity
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is compared with that calculated by the accurate numerical method. An empirical
rule regarding surface parameters and angles is summarized to establish the valid
region of both 2D and 3D KA. In addition, it is found that for 3D scattering prob-
lems, the rule of validity becomes stricter than that in 2D.

After knowing the region of validity, KA is applied to investigate how the surface
roughness affects the statistical properties of scattered waves. An elastodynamic
Kirchhoff theory particularly for the statistics of the diffused field is developed
with slope approximations for the first time. It provides an analytical expression
to rapidly predict the expected angular distribution of the scattering intensity, or
the scattering pattern, for different combinations of the incidence/scattering wave
modes. The developed theory is verified by comparison with numerical Monte Carlo
simulations, and further validated by the experiment with phased arrays. In partic-
ular the derived formulae are utilized to study the effects of the surface roughness
on the mode conversion and the 2D roughness caused depolarization, which lead to
unique scattering patterns for different wave modes.
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Chapter 1

Introduction

1.1 Background and motivation

Conventional ultrasonic techniques for nondestructive evaluation (NDE) are typi-
cally based on understanding of the scattering response from defects with smooth
geometries, for instance, a side-drilled hole (SDH) or a flat crack. However, all re-
alistic defects are generally ‘rough’ in a statistical sense when formed naturally or
during a manufacturing process. Examples showing the scattering patterns from
surfaces with different levels of roughness are demonstrated in Fig. 1.1(a) to (c) [1].
As can be seen, the surface roughness has a significant effect on the scattering ampli-
tude and its angular distribution. A strong main lobe is observed when the surface
is flat or only slightly rough. However, the main lobe is significantly attenuated with
a wide distribution as the surface becomes very rough. In addition, the scattering
waveform also becomes much more complicated compared with the response from
a flat surface as shown in Fig. 1.2(a) and (b), which are taken from the paper by
Ogilvy [2].

In order to provide the reader with a general physical understanding of the effect
of the height variation (roughness) on the scattered waves, and also to identify the
key features and point to the needs for research and the objectives of the work of
the thesis, a general examination of the effect of the surface roughness on scattering
is summarized qualitatively [4], as illustrated in Fig. 1.3. According to Huygens’
principle, each point on the surface acts as a secondary source, and the scattered
waves at an observation point is a superposition of all contributions from these
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(a) (b) (c) 

Flat Slightly rough Very rough 

30  

Specular lobe Reduced 
specular lobe 

30  30  

Diffuse  
field 

Figure 1.1: Mean intensities of scattered waves averaged over 20 realizations for an
incident angle of 30o from surfaces with different roughness (Pictures from [1]). (a) Flat
surface. (b) Slightly rough. (c) Very rough.

Flat surface Slight rough surface 

(a) (b) 

Figure 1.2: Received shear wave signals from a flat defect and a slightly rough defect in
a time-of-flight inspection (Pictures from [2]).

surface points. The phase difference of the scattered waves from two surface points
in 2D can be expressed as [4]:

Δφ = k(k̂in − k̂sc) · Δr = k[(sin θi − sin θs)Δx − (cos θi + cos θs)Δh] (1.1)

where k̂in and k̂sc are the unit incident and scattering vectors, θi and θs are the
incidence and scattering angles measured with respect to the vertical as shown in
Fig. 1.3. Δr = (Δx, Δh) is the spatial variation of two surface points.

Starting from the scattering from a flat surface of a finite length when h(x) = 0,
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Figure 1.3: Physical illustration of the interference of waves scattered from a rough
surface in 2D.

Eq. (1.1) can be simplified as:

Δφ = k(sin θi − sin θs)Δx (1.2)

Around the specular direction Δφ vanishes because θi = θs. The waves construc-
tively interfere, forming a strong scattering main lobe with a very sharp angular
distribution shown in Fig. 1.1(a). Away from the specular direction, the difference
of the phase becomes larger and the destructive interference dominates, contributing
to small side lobes at non-specular directions.

If the roughness is now imposed, implying that Δh is nonzero, in the specular
direction the phase difference is:

Δφ = 2k cos θiΔh (1.3)

When the roughness (Δh) is small, the phase difference Δφ is also small and the
waves will constructively interfere. On the contrary, as Δh increases Δφ becomes
larger, and the waves start destructively interfering with each other. Hence the
scattering amplitude is attenuated by the appearance of the roughness. In the time
domain, it leads to a large variation in the arrival time for scattered waves from
different points on the surface. Accumulation of these waveforms leads to a compli-
cated signal as shown in Fig. 1.2(b) with a longer duration but smaller amplitude.
At off-specular directions, Δφ is determined by both the height difference Δh and
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the separation distance Δx in Eq. (1.1) . Generally the scattered waves destructively
interfere, and the scattering energy is much more widely distributed than that from
a smooth surface shown in Fig. 1.1(b) and (c).

Based on the above consideration of the phase difference, the scattering displacement
field can be decomposed into the coherent and the diffuse parts:

ut = uc + ud (1.4)

The coherent component physically represents contributions from scattered waves
relatively in phase, and hence it is concentrated around the specular direction. On
the other hand, waves with random phases form the diffuse field, whose energy is
widely spread for all angles and dominates at the off-specular angles. As a result, the
coherent displacement uc equals to the ensemble averaging < ut >, as the averaging
of ud leads to zero due to the phase cancellation. The ensemble averaging < · >

refers to the expectation of one quantity, and it can be replaced by a sample aver-
aging from different realizations of surfaces, with a calculated response for each, for
example using computer simulations. This is also known as the Monte Carlo method.

In reality, NDE inspectors are interested in the expectation of the scattering am-
plitude instead of the phase since the magnitude of the signal determines the de-
tectability. The phase information can be avoided by only considering the intensity:

< I t >= Ic+ < Id >= ucūc+ < udūd > (1.5)

where ūc and ūd refer to the conjugate values of uc and ud respectively. The coherent
intensity dominates when the surface roughness is small, while for high roughness
the diffuse field is dominant. The expected total intensity can be obtained by a
sample average of intensities computed from many realizations of surfaces with the
same statistical profile. Alternatively it can be predicted analytically for example
using the Kirchhoff theory that will be shown in Chapter 5.

With this general background of the physics, we have the basis to look at the current
problems and the needs for the research that is reported in this thesis. It can be
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seen from the above explanations that due to the complexity caused by the surface
roughness, the unpredictable scattering behavior would possibly limit the inspection
and sizing ability based on previous studies of the scattering from smooth defects.
For instance, commonly used detection procedures seek an amplitude threshold of
the inspection signal as an alarm to judge whether there is a defect or not. However,
as noticed in Fig. 1.1(a) to (c), due to the increased diffuse effects the roughness
greatly attenuates the scattering amplitude, which might be below the threshold to
miss the opportunity to detect cracks [5]. Therefore for industrial applications, it is
necessary to understand how the roughness changes the ultrasonic response, in order
to improve the probability of detection (POD). In addition, wave scattering from
randomly rough surfaces has been a common problem for a long time in many other
fields, such as electromagnetic wave reflection from glaciers [6] and forests [7] for
remote sensing, and for acoustic wave reflection from sea surfaces [8]. However, very
few studies can be found in the community of elastic waves [9–11], in particular there
seems to be a lack of general theoretical solutions to represent the elastodynamic
scattering. Hence from a physical point of view, it is very important to study the
surface scattering mechanism for elastic waves, which would serve as fundamental
building blocks for industrial applications. Therefore the main motivation of this
thesis is to investigate the effects of roughness on elastic wave scattering behavior,
by developing both computational tools and elastodynamic theories.

A common problem that restricts the studies of wave scattering from randomly
rough surfaces is the shortage of accurate and efficient numerical tools, especially in
3D [12] for either scalar or vector waves. For elastic waves it is even more difficult
because of the increased number of degrees of freedom and the inclusion of mode con-
versions. A variety of numerical methods can be used and they are roughly divided
into two categories: (1) volume meshing algorithms, such as the finite difference
(FD) [13, 14] and finite element (FE) methods [15, 16], (2) boundary integration
approaches, such as the boundary element (BE) method [17, 18], and methods based
on Huygens’ principle, such as the distributed point source method (DPSM) [19].
Each method has pros and cons in terms of the computational efficiency and gen-
erality. Recently for elastic wave scattering problems hybrid methods have been
developed with application in NDE [20–22], which combines the volume meshing
and the boundary integral methods. Some of the original hybrid methods have been
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performed in the frequency domain in the far field, because the aim is to extract the
scattering matrix which is frequency dependent [23]. However, in many situations
the simulated full waveforms are needed, for instance with application to size the
crack using the time-of-flight-diffraction (TOFD) technique [24]. In addition, in a
real NDE inspection the transducer might not be located strictly within the far field
from the defect. Therefore the first motivation is to develop an efficient numerical
tool to calculate the transient elastic wave scattering in both near and far fields,
which can be used to simulate the scattering from rough surfaces in 2D and 3D.

Efficient numerical methods can incorporate all of the scattering phenomena, so
delivering more accurate results. However, they are still time consuming for any
Monte Carlo approach as many simulations need to be run using hundreds or thou-
sands of surface realizations. In contrast, approximation based approaches enable a
rapid calculation of the scattering field, among which the Kirchhoff approximation
(KA) is the most widely used [1, 2, 6, 25–27]. One essential problem is to know
when the use of KA for scattering by randomly rough surfaces is accurate, in terms
of the roughness and the scattering/incidence angle. Several attempts have been
made to evaluate the validity of the KA for both scalar [8, 28, 29] and vector waves
[30] during the history of this topic, while far fewer studies can be found for elastic
waves [23, 31]. In addition, all previous studies have been limited to 2D simulations
due to restrictions of the computational methods. However, the surface scattering
in real life is inherently a 3D process due to the roughness in one additional di-
rection, and therefore the behaviour in 3D with a 2D rough surface is expected to
be different from that in 2D with a 1D surface. Hence the second motivation is to
carefully evaluate the validity of KA in both 2D and 3D for elastic wave scattering
from randomly rough surfaces, by comparison with the efficient numerical method
developed in this thesis.

It is important to know the expectation of the scattering intensity and its angular
distribution, as the information can be used for optimizing the detection plan by
selecting reasonable inspection angles and frequencies. The expected value can be
obtained using the sample average of the quantities via the Monte Carlo approach
using the numerical method or the Kirchhoff model [2]. However, it is not easy
to draw out the inner connection between the roughness and the scattered waves
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from purely numerical data. Analytical solutions provide alternatives as they can
offer simple mathematical expressions to represent the mean scattering intensity.
The surface statistics are embedded in the formulae so that the inner relationship
between the scattering properties and the roughness can be revealed explicitly.

The Kirchhoff approximation is a powerful tool and it has been utilized for deriv-
ing the theoretical solution for acoustic and electromagnetic waves [4, 28, 32]. For
elastic waves analytical expressions can be found for the coherent intensity Ic at the
specular angle [9]. However, no analytical solutions for the diffuse intensity have
been developed so far, because unlike scalar waves the mode coupling on the surface
leads to it being unfeasible to separate the surface gradient term from the boundary
integral [9]. Therefore the final motivation of this thesis concerns the development of
an analytical solution with the elastodynamic KA to represent the mean scattering
intensity from the knowledge of the surface statistics.

1.2 Outline of the thesis

The main contributions of this thesis are generally divided into three chapters as
shown in Fig. 1.4 with a clear logical flow. Each contribution serves as an essential
prerequisite for its later contribution. Chapter 3 describes the development of an
efficient numerical method implemented in the time domain to solve elastic wave
scattering problems, which is then used as a benchmark in Chapter 4 to evaluate
the performance of the elastodynamic Kirchhoff approximation in both 2D and 3D.
After establishing the range of validity of KA, it is utilized in Chapter 5 to derive
theoretical formulae to represent the expected scattering intensity, with application
to analyzing the effects of roughness on the mode conversion. Specifically, subse-
quent to the introductory remarks in this chapter, the thesis is structured in the
following manner:

Chapter 2 first reviews the background of randomly rough surfaces and correspond-
ing statistical variables and functions. The purpose of this chapter is to provide the
reader with prior knowledge of how the surface roughness is characterized statis-
tically. Typical surface models are introduced including the most commonly used

24



1. Introduction

Develop efficient numerical 
method in the time domain for 
elastic wave scattering from 
irregular defects. 

Apply the developed numerical 
method to evaluate the 
performance of the KA on 
Gaussian surfaces 

Develop analytical solutions with 
the KA to represent the expected 
scattering field from randomly 
rough surfaces, and analyze the 
effect of roughness. 

1st contribution (Chapter 3) 

2nd contribution (Chapter 4)  

3rd contribution (Chapter 5) 

Figure 1.4: A flow chart showing the logical link between the three key contributions of
the thesis.
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Gaussian surface. A variety of generation methods are briefly illustrated, which can
be used for producing required surface height data with different realizations.

Chapter 3 describes the development of an efficient and accurate numerical method
to calculate the transient elastic wave scattering signals from irregular defects. A
literature review of the main existent numerical methods is given including those
implemented in a hybrid manner. Formulae and numerical implementations of a
new approach using a local FE representation together with a boundary integral are
described, and a numerical study is shown to find the minimum distance between
the transducer and the defect beyond which the boundary integral is accurate. The
new method is validated by several numerical examples including scatterers with
different geometries and boundary conditions in both 2D and 3D. In addition, the
new approach is applied to study the scattering from a realistic non-spherical void
with irregular surfaces.

In Chapter 4, the numerical method is utilized as a benchmark to investigate the
region of validity of the KA for elastic wave scattering from rough surfaces. Monte
Carlo simulations are performed with both methods on Gaussian surfaces in 2D and
3D. Through comparison of the mean scattering amplitude, general rules are sum-
marized, which provide empirical criteria to judge when the use of the elastodynamic
KA is reasonable given a candidate rough defect. In particular it is found that the
criteria in 3D are stricter than those in 2D, regarding the levels of the roughness
and the range of the incidence/scattering angles.

Chapter 5 presents an elastodynamic theory for the expected scattering intensity,
particularly for the diffuse field. Analytical formulae are derived by incorporation
of the surface statistics into the expressions, in order to link the roughness with the
scattering properties. During the derivation, slope approximations are utilized using
the theory of ‘specular points’ which enables the analytical manipulation of the en-
semble averaging of the intensity. The derived formulae are verified by comparison
with sample averaging from numerical Monte Carlo simulations. Furthermore, ex-
periments with phased arrays are performed and the results show good agreements
with the theory. The elastodynamic theory is then applied to analyze the effects
of roughness and elasticity on the mode conversion, which leads to a considerable
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change of the scattering intensity and the angular distribution. Significant amounts
of the energy of the incident waves are found to be mode converted especially away
from the backscattering direction. The mode conversion effect is more severe as
the roughness or the ratio of shear to compressional wave speed increases. In addi-
tion, the depolarization that describes the conversion of the in-plane motion into the
out-of-plane motion, caused by the appearance of the 2D roughness is theoretically
investigated, and it is found that the depolarization factor for the diffuse field does
not rely on the actual value of the roughness.

Chapter 6 summarizes the findings in the thesis and proposes future work.
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Chapter 2

Rough Surfaces

2.1 Background

In this chapter, the statistical methods used to characterize randomly rough sur-
faces are provided, including statistical parameters and some of the most widely
used surface models. In addition, generation methods to produce surface data are
introduced for the computer simulation. This chapter mainly aims at offering the
reader essential background knowledge of the rough surface.

It is not easy to predict shapes of rough surfaces because they are formed during a
process with ‘uncertainty’ such as fatigue, corrosion and fracture. As a consequence,
the surface height is a random process as a function of space, which can only be
described by some statistical approaches [32]. In reality no two surfaces are exactly
identical, but a group of different surfaces following the same statistical description
can be classified into the same category. Using an appropriate statistical model is
important for the study of the scattering behavior. In this way the question of ‘how
the surface random shape affects the scattered field’ is generalized to ‘how the statis-
tical parameters (roughness) affect the statistics of the scattered field’. In practice,
it allows one to obtain a generic rule with certain confidence on the detectability of
candidate rough defects to be anticipated.

Before introducing surface parameters, two assumptions are needed to reduce the
range of surfaces under investigation. First of all, all surfaces are assumed to be
ergodic [32]. It means that any ensemble averaging can be replaced by a spatial av-
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2. Rough Surfaces

eraging once the surface area is sufficiently large to guarantee enough sample points.
Furthermore, stationarity [32] is assumed through most part of the thesis. It indi-
cates that the statistics at one surface point are independent of its position.

Assume that the deviation of the surface from the mean flat plane is a random
process h(x, y), which is called the surface height function. The probability density
function (pdf) p(h) represents the probability that the surface height lies between
h and h+Δh, where Δh→ 0. The Gaussian pdf has been the most widely used
historically [4, 32], and is also applied here as an example. The mathematical form
of the Gaussian pdf is:

p(h) = 1
σ

√
2π

exp(− h2

2σ2 ) (2.1)

The mean is always assumed to be zero [4], and the root mean square (RMS) height
σ according to definition is:

σ =
√

< h2 > =

√√√√ 1
N

N∑
i=1

h2
i . (2.2)

where <> denotes the ensemble averaging, which is defined as the mean or the
expectation of a quantity. The second part of Eq. (2.2) is an empirical formula using
the sample averaging. Henceforth, the ensemble averaging is represented numerically
as the sample averaging once the number of sampling points N is sufficiently large.
The RMS σ determines the vertical range of the height but it cannot represent the
lateral variation of the height. A correlation function is thus needed in conjunction
with σ to fully represent a surface, and it is defined as:

C(R) = < h(r)h(r + R) >

σ2 (2.3)

where r is the position of one surface point, and R is the separation distance be-
tween two points. The correlation function is a measure of how the two surface
points with a separation of R correlate with each other. It can be seen that the
correlation function has a unit value when |R| = 0, and decays to zero when R→∞.

Another way to characterize the surface instead of σ and C(R) is to use the power
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spectrum, which is defined as the Fourier transform of C(R):

P (k) = σ2

(2π)2

∫ ∞

−∞
C(R)eik·RdR (2.4)

Substituting the correlation function Eq. (2.3) into Eq. (2.4) yields:

P (k) = limAm→∞
1

Am(2π)2 |
∫ Am/2

−Am/2
h(r)eik·rdr|2 (2.5)

where Am is the area of the surface, and P (k) refers to the magnitude of the height in
the wavenumber domain, which includes both the vertical and the lateral variation of
the height. According to Parseval’s theorem, the total energy of the power spectrum
is equivalent to the variance of the surface height:

∫ ∞

−∞
P (k)dk = σ2 (2.6)

Another important parameter is the characteristic function, which is defined as the
Fourier transform of the probability density function:

χ(s) =
∫ ∞

−∞
p(h)eishdh (2.7)

The one-dimensional characteristic function is important to determine the coherent
scattering intensity from random rough surfaces.

In a similar manner, the two-dimensional characteristic function is given by:

χ2(s0, s1,R) =
∫ ∞

−∞
p2(h0, h1,R)ei(s0h0+s1h1)dh0dh1 (2.8)

where p2(h0, h1,R) is the two-point height probability distribution, implying the
probability that the height of one surface point is within h0 and h0 + Δh and the
height of the other surface point with a distance of R is within h1 and h1 +Δh. The
two-dimensional characteristic function is useful to derive the ensemble averaging of
the phase difference of scattered waves from two surface points. Hence it determines
the diffuse scattering intensity that will be shown in Chapter 5.
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2.2 Surfaces with Gaussian spectra

Historically most studies have been focused on surfaces with Gaussian spectra [1, 2,
25, 28], with the correlation function C(R) following a Gaussian function:

C(R) = < h(r)h(r + R) >

σ2 = exp
[
−

(
x2

λ2
x

+ y2

λ2
y

)]
. (2.9)

In Eq. (2.9), λx and λy are called the correlation lengths in the x- and y- directions,
as the distance over which the correlation function falls by 1/e. If isotropy is assumed
for the surface (λx = λy = λ0), the correlation function can be simplified as:

C(R) = exp
(

−R2

λ2
0

)
(2.10)

with R2 = x2 + y2.
The power spectrum can be calculated according to Eq. (2.4) as:

P (kx, ky) = σ2λxλy

4π
exp(−k2

xλ2
x

4 ) exp(−k2
yλ2

y

4 ) (2.11)

The two-point height probability density function is:

p2(h0, h1,R) = 1
2πσ2

√
1 − C2(R)

exp [−h2
0 + h2

1 − 2h0h1C(R)
2σ2[1 − C2(R)] ] (2.12)

For surfaces with Gaussian spectra, the pdf of the height gradient pg(∂h
∂x

, ∂h
∂y

) can be
expressed analytically as:

pg(∂h

∂x
,
∂h

∂y
) = λxλy

4πσ2 exp[−λ2
x(∂h

∂x
)2 + λ2

y(∂h
∂y

)2

4σ2 ]

= λx

2
√

πσ
exp[−λ2

x(∂h
∂x

)2

4σ2 ] · λy

2
√

πσ
exp[−λ2

y(∂h
∂y

)2

4σ2 ]

= pg(∂h

∂x
) · pg(∂h

∂y
)

(2.13)

The joint probability density function pg(∂h
∂x

, ∂h
∂y

) equals to the multiplication of the
corresponding marginal pdfs in the x- and y- directions. It implies that ∂h

∂x
and ∂h

∂y

are assumed to be two independent variables.
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2.3 Other surface models

Surfaces with Gaussian spectra have been the most widely used [1, 2, 25, 28], and
some crack profiles are found experimentally to have Gaussian spectra [23]. However,
there also exist several other surface profiles which are of interest particularly for
elastic waves, with application in NDE and seismology. For example, literature can
be found regarding the scattering from the surface with an exponential correlation
function [33, 34]:

C(R) = exp
[
−

( |x|
λx

+ |y|
λy

)]
. (2.14)

Then the power spectrum can be derived as:

P (k1, k2) = σ2

λxλyπ2
1

(1/λ2
x + k2

x)
1

(1/λ2
y + k2

2) (2.15)

As noticed a power law with an order of two exists in Eq. (2.15).

Figure 2.1(a) shows a comparison of the Gaussian and exponential power spectra
with the same RMS and the correlation length. One may notice that the power spec-
trum of the exponential correlation function demonstrates a relatively long tail in
the high frequency region. As a consequence, the exponential power spectrum gen-
erates a surface with finer details due to more high frequency components than the
Gaussian spectrum. Figure 2.1(b) plots surface profiles with the Gaussian and the
exponential power spectra, respectively. As expected, the exponential surface ap-
pears to have more short-wavelength roughness compared with the Gaussian surface.

Another commonly seen surfaces have fractal or self-affine properties, which may be
generated from fracture or deposition process [35]. Such surfaces remain invariant
for any real number q under transformation of the form:

(x, y, h) → (qx, qy, qHh) (2.16)

Where H is called the roughness or Hurst exponent. In this case the conventional
pdf p(h) needs to be replaced by the new pdf p(Δh, R), referring to the probability
of having a height difference Δh over the distance R. Assuming a Gaussian height
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Figure 2.1: Comparison of the Gaussian and the exponential power spectra and the cor-
responding rough surfaces. (a) power spectra when σ = 0.155mm and λ0 = 0.775mm. (b)
Rough surface profiles with Gaussian and exponential power spectra when σ = 0.155mm
and λ0 = 0.775mm.

distribution, p(Δh, R) can be expressed as:

p(Δh, Δx) = 1√
2πl(1 − H)

exp[−1
2( Δh

l(1 − H)ΔxH
)] (2.17)

Where l is called the topothesy parameter, implying the length scale. It is beyond
the scope of this thesis and for more details about the fractal surface one may refer to
[36]. This thesis focuses on surfaces with Gaussian spectra, albeit the methodology
used for studying the scattering behavior can be applied for other surface models as
well.

2.4 Generation Method

To generate many realizations of surfaces with the same statistical profile, it is
necessary to adopt some numerical method. The generated surfaces are often used
for Monte Carlo simulations. It should be noted that each generated surface profile,
also known as one realization, does not remain identical given the random nature of
the surface. However, for given roughness parameters, all realizations should follow
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Figure 2.2: 3D isotropic Gaussian rough surface profiles. (a) σ = 0.258mm, λ0 =
0.775mm. (b) Height distribution of the surface shown in (a) and the corresponding
Gaussian fit curve. (c) σ = 0.517mm, λ0 = 0.775mm. (d) σ = 0.258mm, λ0 = 0.388mm.

the same statistical model. A summary of commonly used generation methods are
introduced here briefly.

2.4.1 Moving average method

The moving average method is easy to apply when the RMS σ and the correlation
length λ0 are both known. This method produces a series of uncorrelated random
numbers v, which are convolved with a set of weighting functions w to calculate the
required surface height data [1].

For a surface with the Gaussian correlation function, the required form of the weight
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w is:

wi = exp[−2(iΔx)2/λ2
0], 1D surface

wij = exp[−2(iΔx)2/λ2
x − 2(jΔy)2/λ2

y], 2D surface
(2.18)

The random variable v follows the Gaussian distribution with a zero mean, and the
RMS σv can be obtained according to the RMS σ of the surface height and the
values of each weight:

σ2
v = σ2/

M∑
j=−M

w2
j (2.19)

By convolving w with the random variable v, the surface height h is given by:

hi =
M∑

j=−M

wjvj+i, 1D surface

hpq =
N∑

i=−N

M∑
j=−M

wijvp+i,q+j, 2D surface
(2.20)

Fig. 2.2(a) and (b) show one realization of a 2D isotropic Gaussian rough surface
generated using the moving average method and the corresponding height distribu-
tion function. By increasing σ or decreasing λ0, the original surface changes the
shape as shown in Fig. 2.2(c) and (d).

2.4.2 Spectral method

The spectral method can be used to produce surfaces once the power spectrum is
known [28]. The idea is to filter the spectrum with some random complex num-
bers, and then apply a Fourier transform to recover the surface profile. Specifically,
according to the definition, the power spectrum for a 1D surface equals to:

P (k) = limAm→∞
1

2πAm

∣∣∣∣∣
∫ Am/2

−Am/2
h(x)e−ikxdx

∣∣∣∣∣
2

(2.21)

The surface height can be expressed as a summation of the Fourier components:

h(xn) = 1
Am

ΣN/2−1
j=−N/2H(kj)eikjxn (2.22)
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where each Fourier coefficient equals to:

H(kj) = [2πAmP (kj)]1/2

⎧⎪⎨
⎪⎩

[N(0, 1) + iN(0, 1)]/
√

2, j �= 0, N/2,

N(0, 1), j = 0, N/2,
(2.23)

In Eq. (2.23), N(0, 1) represents independent random variables following a Gaussian
distribution with a zero mean and a unit variance.

2.5 Summary

In this chapter, a brief review of the random rough surface is provided. Commonly
used statistical parameters and functions are shown to characterize the surface. Fur-
thermore, numerical methods are introduced to generate data of the surface height,
given the statistics of a candidate rough surface. The formulae of the statistical
parameters will be used to deduce the expected scattering amplitude, and the gen-
eration methods will be implemented for Monte Carlo simulations in later chapters.
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Chapter 3

Efficient Numerical Method for

Elastic Wave Scattering in the

Time Domain

3.1 Introduction

In this chapter, an efficient and accurate numerical method is developed and im-
plemented in the time domain, for computing elastic wave scattering from complex
scatterers in both near and far fields. First of all a thorough literature review is given
on a variety of methods for the scattering problem in an unbounded domain. The
new method utilizing the hybrid idea is then described, which efficiently couples the
finite element computation in a small local region and the global boundary integral,
in order to overcome previous computational challenges especially for 3D scattering
problems. Numerical advantages regarding the performance of the method in the
near field are also discussed. Several numerical examples are run to test the accu-
racy of the new method, which will be used in later chapters for simulating wave
scattering from randomly rough surfaces.

There is a growing interest in elastic wave scattering from rough surfaces nowa-
days. For instance, seismologists have investigated the reflected seismic waves from
a randomly rough surface for time-lapse monitoring techniques [26, 37] and inversion
purposes [10]. In the area of NDE, researchers have studied the scattering behavior
from rough defects, as roughness may increase the measurement uncertainty and
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possibly alter the inspection results [2, 38]. In order to understand the elastic wave
scattering mechanisms for the above applications, different modelling methods can
be applied.

Analytical formulae are capable of handling a variety of scattering problems within
certain restricted ranges. Separation of variables (SEP) [39] provides exact math-
ematical formulae to calculate scattered waves but only from regular defects. The
Geometrical theory of diffraction (GTD) can be applied for the diffraction problem
with a flat crack [40]. The Kirchhoff approximation (KA) based on the assumption
of an infinite tangential plane can calculate scattering signals from rough surfaces,
but may result in unacceptable errors when the roughness is large or with grazing
incidence/scattering angles [28].

Numerical approaches such as finite difference (FD) [41], finite element (FE) [13, 15]
and boundary element (BE) methods [17, 42] can be implemented in situations where
the approximation-based methods are not reliable, but with a downside in terms of
computational cost. In [13], FE is considered to be more accurate and robust than
FD given that the automatic meshing can exactly capture the shape of the defect.
It may be argued that BE is a more efficient numerical method compared with FE,
because it only needs to mesh the boundary of the scatterer. However, BE is not
well suited for more complicated problems, such as scattering from inclusions or
scattering in a heterogeneous material, while FE on the other hand can cover most
elastic wave problems once the convergence is achieved. In addition there is a de-
mand from the NDE industry for the use of qualified and standard FE packages.
Commercial FE software such as Abaqus (Dassault Systemes Simulia Corp., Prov-
idence, RI) and Ansys (Ansys Inc., PA) have been widely applied in industry and
are standard numerical tools. Also recently, researchers at Imperial College have
developed a GPU based time-domain FE solver Pogo [43] to significantly accelerate
FE simulations.

However, high computation cost is known as a big challenge for FE especially for
unbounded domain problems. A powerful solution is to use a hybrid FE-BI method
[20–22, 44, 45] to reduce the computation domain for the FE. Note that the FE-BI
method is different from the FE-BE approach, for example, as used in earthquake
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engineering [18, 46]. In these works, the FE and BE are formulated in sub-domains
and are coupled to form a complete linear system of equations, which are solved
to obtain the dynamic motion. In a different manner, the FE-BI approach first
computes the local scattering in a small FE domain with the aid of the absorbing
region [47–49], and then calculates the scattered waves via a boundary integral in
a sequential order. Hence the complicated mathematical coupling between the FE
and the BE is substantially simplified.

Depending on the application purposes, the FE-BI method in general can be im-
plemented either in the frequency domain or in the time domain. The frequency
domain method has been extensively studied and implemented for acoustic wave
scattering problems (see, for example, the book by Ihlenburg [44]), and somewhat
less work has been done on elastic wave scattering in solids. An elastodynamic finite
element local scattering model has been developed to compute the scattering matrix,
particularly on the array application in the far field [20, 21]. However, much less
work has been done on the time-domain coupled FE-BI. A time-domain solution
provides simulated waveforms convenient for data processing in many applications,
such as ultrasonic imaging [38] and seismic full wave form inversion [50]. Using
frequency domain algorithms the waveforms can also be simulated, but a number of
FE simulations need to be run to obtain sufficient frequency components to recover
the scattering signal.

A hybrid platform [45] has been implemented to compute the transient scattering
signal using Auld’s reciprocity principle. However, it needs a specific code to pro-
gram since the FE calculation is based on a fictitious domain method with a family
of mixed finite elements [49]. Recently, a generic hybrid method has been developed
with implementation for standard commercial FE explicit solvers [22] . This ap-
proach provides an analytical hybrid scheme to link transducer and defect responses
computed from a numerical method.

The standard hybrid idea for the use of NDE as described in [22] is shown in Fig.
3.1. The three basic steps of the hybrid method are introduced: In the first step, the
transducer response is calculated using the time-domain FE solver inside the source
box, and the radiating waves from the transducer are collected by a monitoring box.

39



3. Efficient Numerical Method for Elastic Wave Scattering in the Time
Domain

Transducer 
Incident 
wave 

Source box 

Scatterer 

Defect box 

Excitation line 

Figure 3.1: Illustration of the prototypical hybrid concept.

A hybrid scheme based on the wave potential is applied to calculate the incident
wave propagating to the defect box. In the second step, the interaction between the
incident wave and the scatterer is computed again by the time-domain FE inside
the defect box. The excitation of the FE model is realized by applying forces to
an excitation line (2D) or an excitation plane (3D) several elements away from the
defect. In the third step, the scattering field is collected by a monitoring box around
the scatterer, and the hybrid scheme is used to calculate the receiving signals at the
transducer.

A more robust and efficient time-domain approach will be shown in the next sec-
tion, which is an extension of the previous hybrid method in the following aspects.
First of all, the excitation and the monitoring nodes for the FE model can be on
the scatterer surface. Hence the size of the FE model can be further reduced, and
the computational effort for the boundary integral is also minimized. Secondly, the
boundary integral is formulated with displacement and traction instead of the wave
potential used in the previous hybrid method, and it will be shown to be accurate in
both near and far fields. In addition, the boundary integral is represented as a su-
perposition of retarded time traces to avoid the loop using FFT and IFFT. Finally,
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the new approach is flexible to model more complex inspection scenarios, including
scattering from rough surfaces in a half space, and from scatterers with different
boundary conditions.

3.2 Methodology

Transducer 
modeling 

FE equation to 
calculate the 
transient forcing 
signals on the 
excitation nodes 

FE explicit time 
domain scheme to 
compute the surface 
displacement  

Boundary integral  
in the time domain 
to calculate the 
scattering signals at 
the receiver 

Incident 
wave 

Transmitter 
Excitation 
nodes and 
attached 
elements 

Boundary 
 nodes 

Receiver 

Absorbing region 

Scatterer 

Small FE box 

Figure 3.2: A flow chart of the proposed method.

Scatterer 

Attached 
elements 

Excitation/ 
Boundary  
nodes 

Incident 
wave 

N-2 N-1 
N 1 2 3 4 5 

Figure 3.3: Excitation nodes and attached elements on a scatterer.

Following the basic steps of the hybrid concept described in Fig. 3.1, the new mod-
elling procedure in this chapter can be shown in Fig. 3.2 as a flow chart. In the first
step, the transducer is modelled to obtain the incident wave displacement field, for
example using the Rayleigh integral [51]. A FE formulation is then used to calculate
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the required forcing signals applied on the excitation nodes, which can be located at
the scatterer surface. Only elements attached at the excitation nodes are required
for the FE equation. By using the forces obtained from the previous step as an
input, the standard 2nd-order FE explicit scheme is implemented to compute the
scattering displacement inside a small box. An absorbing region with a thickness of
around one wavelength is added to eliminate unwanted reflections from the bound-
ary. In the last step, the displacement signals on the scatterer surface are recorded,
and substituted into the boundary integral to calculate the scattering signals at the
receiver.

3.3 Time-domain finite element calculations

3.3.1 Finite element formulation

The 2nd-order elastodynamic FE equation within one element is [14]:

Meüe + Ceu̇e + Keue = bce + f e (3.1)

Where ue is the displacement vector, Me is the mass matrix, Ke is the stiffness ma-
trix and Ce is the damping matrix. bce is the nodal force caused by the boundary
traction and f e is the nodal force caused by the applied body force.

In NDE, the scatterer is normally a crack with a stress-free boundary condition,
and hence the boundary term bc is zero. By adapting Eq. (3.1) and assembling the
required matrices, the following two equations can be obtained:

fatt(t) = Mattüin(t) + Kattuin(t) (3.2)

Mallü(t) + Callu̇(t) + Kallu(t) = fex(t) (3.3)

In Eq. (3.2), Matt and Katt are the local mass and stiffness matrices assembled only
from elements attached at the excitation nodes as shown in Fig. 3.3. Mall, Kall

and Call are corresponding matrices for the whole FE box, including the absorbing
region. fatt(t) are forces at all nodes associated with the elements attached at the
boundary of the defect, and fex(t) are forces at excitation/boundary nodes.
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By substituting the incident displacement uin(t) at the nodes of the attached el-
ements into Eq. (3.2), one can calculate the forces at the nodes of the attached
elements fatt(t) using the central difference in the time domain:

fatt(t) = Matt
uin(t + δt) − 2uin(t) + uin(t − δt)

δt2 + Kattuin(t) (3.4)

uin(t − δt), uin(t) and uin(t + δt) are the incident wave displacement vectors at the
previous, current and next time steps, respectively. The values of the stiffness and
mass matrices can be easily obtained from commercial FE software packages, such
as Abaqus and Pogo. Hence it is straightforward to program Eq. (3.4) and calculate
fatt(t) accroding to uin(t). The excitation forces fex(t) at the nodes on the crack
surface can then be extracted from fatt(t).

If the boundary condition is not stress-free, fex(t) needs to be subtracted by an
additional boundary term bcex(t):

bcex(t) =
∫

Γ
pex(t)sdΓ =

∫
Γ
[ EBuin(t)n ]sdΓ (3.5)

in which B is the strain-displacement matrix, E is the matrix containing the elastic
constants [14], ,n is the normal vector at the boundary, s is the shape function and
Γ is the boundary surface for integration.

In the second step, fex(t) obtained from Eq. (3.2) are taken into Eq. (3.3) as an
input to calculate the displacement field u(t + δt) [43] in the local FE box:

u(t+δt) = (Mall

δt2 +Call

2δt
)(−1)[fex(t)+(Call

2δt
−Mall

δt2 u(t−δt)+(2Mall

δt2 −Kall)u(t)] (3.6)

This equation is a standard 2nd-order explicit scheme for elastic wave problems as
implemented in available software packages. In this thesis, the explicit solver of
Abaqus or Pogo is executed to perform Eq. (3.6). The acceptable thickness of the
absorbing layers is approximately 1λ [48]. Assuming that the maximum dimension
of the scatterer is Ls, then in general the maximum dimension of the FE box is just
Ls + 2λ. Such a small computational region makes the implementation of FE in 3D
possible. In summary, the FE equations are used twice with different formulations.
Specifically, the force fex is first calculated according to the known incident wave
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displacement using Eq. (3.2), and these forces are then used in Eq. (3.3) to compute
the displacement field u at the surface of the scatterer.

3.3.2 Absorbing region

To model the wave propagation in an unbounded domain using a volume discretized
method, it is necessary to truncate the domain and therefore some kind of non-
reflecting exterior is needed to prevent artificial reflections from the outer boundary.
The most widely used approach is to use an absorbing region, and probably the
most efficient of these is the Perfect Matched Layer (PML), which requires only
one thin layer to fool the solution into ‘thinking’ that it extends forever with no
boundary. Many studies have implemented PML with acoustic and electromagnetic
wave equations [44], and split/unsplit elastodynamic equations [52]. However, so far
PML has not successfully been incorporated into the 2nd-order FE explicit scheme
for elastic waves.

An alternative form of absorbing region that works with explicit time domain, is
to introduce layers that have increasing damping values, in order to gradually at-
tenuate the energy of the waves impinging into the layers. This idea (ALID) has
been applied in [47] and the minimum thickness of the absorbing region is shown to
be approximately 3λ. This technique is further improved by Pettit [48] to decrease
the minimum thickness to around 1.5λ using a Stiffness Reduction Matrix (SRM)
technique. The details of the SRM can be found in [48] and the basic mechanism is
briefly given here.

In the frequency domain, by assuming a harmonic solution of Eq. (3.3) the 2nd-order
FE equation can be written as:

−Mω2u − Ciωu + Ku = f (3.7)

where C = CMM + CKK, decoupled into two components for the mass and the
stiffness matrices. Substituting C into Eq. (3.7) leads to complex values of the
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density ρ and the Young’s modulus E:

ρ → ρ(1 + i
CM

ω
)

E → E(1 − iωCK)
(3.8)

Normally CK is set to be zero to avoid an issue regarding the numerical stability
[47]. Hence the complex wave number k in the absorbing region can be expressed
as:

k(kreal, kimag) ∝
√

ρ(1 + iCM

ω
)

E
(3.9)

The imaginary part of the wavenumber k plays a key role to decay the wave propa-
gating inside the absorbing region. The basic idea of SRM is to gradually increase
kimag, by controlling the values of the damping term CM and the Young’s modulus
E in the following manner:

CM(x) = CMmaxX(x)p

E(x) = E0e
−α(x)kincx

(3.10)

Where the value of α(x) is defined as:

α(x) = αmaxX(x)p (3.11)

Here CMmax and αmax are both positive values, and X(x) ranges from zero at the
starting layer to one at the end layer of the absorbing region, where x refers to
the spatial coordinate corresponding to each absorbing layer. SRM is shown to be
more efficient than ALID [48] and therefore is implemented in all simulations in this
thesis.

3.3.3 Meshing algorithm

The accuracy and the efficiency of the FE computation depend on how the domain is
meshed. For decades structured meshing using square (2D) or cubic (3D) elements
is considered to be the best solution to model wave propagation, since it minimizes
the scattering by the grid [16]. Also it is proved to be efficient when modelling sim-
ple scattering problems when the crack geometry is regular [16]. However, to model
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(a) (b) 

Figure 3.4: Comparison between the regular meshing and the free meshing algorithms
(Pictures from [3]). (a) Regular mesh around a circular hole. (b) Free mesh around a
circular hole.

defects with more complicated geometries the structured meshing will produce the
‘staircase’ profile as shown in Fig. (3.4)(a), which is only an approximation of the
true shape. As the roughness of the defect becomes larger the distortion caused by
the approximation becomes more severe. The results from such a meshing profile
are unreliable unless a very small element size is used.

In contrast, automatic or free meshing algorithms using the triangular (2D) or tetra-
hedral (3D) element gives the possibility to accurately capture the shape of the irreg-
ular defect. The geometry of the corresponding element and the automatic meshing
mechanism provide sufficient flexibility to model defects with arbitrary shapes, as
shown in Fig. 3.4(b) compared with (a). For this reason the free meshing method has
been widely applied to model the scattering from rough surfaces for different waves
[7, 53]. However, free meshing tends to randomize the distribution and the shape of
each element, and thus may introduce more severe mesh-scattering and dispersion
[16]. In addition, unexpectedly distorted elements with very short lengths might
appear. According to [16] the established convergence criteria require the element
size to be smaller than the shortest wavelength divided by 20, and the time step to
be smaller than the smallest element length divided by the wave speed. To ensure
convergence and stability, a very short element length requires a small time step,
which as a result would increase the computation time.

An alternative way is to combine the two meshing algorithms. Specifically, only the
domain closely attached with the defect is free meshed and the remaining region
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(a) (b) 

Regular mesh 

Free mesh 

Rough backwall 

Figure 3.5: Mixed meshing profile in 3D. (a) One cubic cell composed of six tetrahedral
elements. (b) Local view of the 3D mixed meshing of a rough surface.

is regularly meshed. To avoid the unwanted reflection from the interface, only one
element type is used for the whole FE domain (e. g. triangular element in 2D and
tetrahedral element in 3D). In 2D, the idea can be easily realized using the Abaqus
build-in function to link the two meshing methods. However, such a function for
3D meshing does not exist in Abaqus. Hence the mixed meshing in 3D is pro-
grammed with a self-developed code using Matlab (Mathworks, Natick, MA, USA).
Specifically, the very local free meshing profile is used as an input to the Matlab
code, to regularly mesh the remaining region of the 3D model. The regular meshed
region is filled with many hexahedral cells, and each cell is composed of six linear
tetrahedral elements as shown in Fig. 3.5(a). Fig. 3.5(b) shows a local view of the
mesh profile of one 3D FE model with a rough surface. It should be noted that
at the interface between the free meshing and the regular meshing regions, the two
neighboring elements need to have the same hypotenuse to prevent any spurious
reflections. In this manner, the mesh minimizes the drawbacks caused by the free
meshing algorithm while still capturing the exact shape of the complex rough defect.

The mixed meshing method can be very useful for the conventional hybrid method
[22] using rectangular/cubic monitoring boxes, since it is much easier to accurately
locate monitoring boxes from the regular grid, than from the randomly distributed
nodes in a practical sense. Furthermore, the mixed meshing might be potentially
applied for more sophisticated models, for instance the scattering from a rough
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defect inside granular materials, and the scattering of guided waves from a rough
corrosion on the pipe wall.

3.4 Boundary integral formulae

3.4.1 Time-domain representation

Once the surface displacements are computed by the FE model, they will be used
in the boundary integral to calculate the scattered waves according to the Huygens’
principle. Specifically, it will be useful to obtain simple expressions for the numer-
ical implementation of the time-domain boundary integral. The general boundary
integral formulae in the time domain can be found in the book by Achenbach [40]:

usc
k (R, t) =

∫ t

0

∫
S
[σG

ij;k(|R − r|, t − τ)ui(r, τ)nj(r)

− σij(r, τ)uG
i;k(|R − r|, t − τ)nj(r)]dS(r)dτ (3.12)

where ui(r, τ) and σij(r, τ) represent the displacement and stresses at a point r at a
time τ on the surface of the defect. R is the vector indicating the position of the far
field observation point, and nj is the unit normal vector pointing outside the surface.
uG

i;k(|R − r|, t − τ) and σG
ij;k(|R − r|, t − τ) are the time dependent elastodynamic

Green’s functions in the unbounded domain. The vector notations related with the
boundary integral are depicted in Fig. 3.6.

In order to avoid the numerical singularity caused by the derivative of a delta func-
tion inside σij;k(r, τ) [18], one may first seek a solution in the frequency domain and
then transform the expression back to the time domain. In the frequency domain,
the general boundary integral is:

usc
k (R, ω) =

∫
S
[σG

ij;k(|R − r|, ω)ui(r, ω)nj(r)

− σij(r, ω)uG
i;k(|R − r|, ω)nj(r)]dS(r) (3.13)

Where the expressions of the Green’s function σG
ij;k(|R − r|, ω) and uG

i;k(|R − r|, ω)
can be found in [40].
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Figure 3.6: Notations of the vectors for the boundary integral. The triangular facet is
part of the scatterer (defect); the observing point is the location where the scattering field
is calculated.

To analytically manipulate the stress Green’s function [2], the far field condition
that kα|R − r| 	 1 (α = p, s) is assumed, and terms involving 1/|R − r|2 are
neglected. Hence Eq. (3.13) can be simplified as:

usc(R, ω) =
∑

α=p,s

−1
ρc2

α

∫
S

e(ikαD)

4πD
Tα(r, D̂, ω)dS(r)

− ikα

∫
S

e(ikαD)

4πD
Uα(r, D̂, ω)dS(r) (3.14)

where

Tp(r, D̂, ω) = (D̂ · t)D̂
Ts(r, D̂, ω) = t − (D̂ · t)D̂
Up(r, D̂, ω) = [(u · n)(1 − 2γ2) + 2γ2(u · D̂)(n · D̂)]D̂

Us(r, D̂, ω) = (n · D̂)u + (u · D̂)n − 2(u · D̂)(n · D̂)D̂

(3.15)

and D = R − r, representing the vector from one point on the crack surface to the
far field observation point. D̂ denotes the unit vector of D, and γ is the shear-to-
compressional wave speed ratio (e. g. γ = cs/cp). Tp(r, D̂, ω) and Ts(r, D̂, ω) are de-
coupled compressional and shear components of the boundary traction. Up(r, D̂, ω)
and Us(r, D̂, ω) are decoupled compressional and shear components of the bound-
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Figure 3.7: Recovery of the stress at the boundary node by averaging the stresses of
surrounding elements.

ary displacement.

Taking the inverse Fourier transform of Eq. (3.14) , a boundary integral in the time
domain can be expressed as:

usc(R, t) =
∑

α=p,s

−1
ρc2

α

∫
S

Tα(t − D/cα)
4πD

dS(r) + 1
cα

∫
S

Vα(t − D/cα)
4πD

dS(r) (3.16)

Tα(t − D/cα) and Vα(t − D/cα) represent travelling waves which are called surface
retarded tractions and velocities, because these signals are delayed in the duration
of time from one surface point of the crack towards the far field observing point.

In reality, the displacement U is the master variable which can be computed directly
from the FE results as shown in Eq. (3.6). The velocity V (t − D/cα) is hence
calculated as the derivative of U (t − D/cα). The traction T (t − D/cα) on the other
hand needs to be estimated by the following steps:
(1) Locate the elements which share the same boundary node.
(2) Recover the stresses at the boundary elements using Σ = EBu(t).
(3) Take the average value of the recovered stresses of these elements to estimate
the stress at the boundary node, and then calculate the corresponding traction.

Step (3) is critical when a linear triangular/tetrahedral element is implemented to
mesh irregular geometries. This is because the stress value is a constant inside such
an element, and the averaging procedure can improve the accuracy of the recovered
stress at the node. The averaging process is illustrated in Fig. 3.7 for a typical
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boundary node and the attached elements. The values of stresses from surrounding
elements numbered 1 to 5 are used to calculate the mean value, as an approximation
of the stress at the node itself.

The boundary of the defect can be discretized into small triangular facets in 3D as
shown in Fig. 3.6 to perform the calculation numerically:

usc(R, t) =
∑

α=p,s

[ −1
ρc2

α

M∑
m=1

1
4πDm

∫
Sm

Tα(t − D/cα)dSm(r)

+ 1
cα

M∑
m=1

1
4πDm

∫
Sm

Vα(t − D/cα)dSm(r)] (3.17)

Where Dm = R - rm, and rm is the centre of the mth facet.
Since |R| 	 |Δr|, the vector between the observing point and the point at the crack
surface can be approximated as:

D = |R−r| = |R−rm −Δr| ≈ |R−rm|− Δr · (R − rm)
|R − rm| = Dm −Δr ·D̂m (3.18)

Note that Eq. (3.18) is not expanded in the usual way as a first order far field
approximation (e. g. D ≈ R − R̂ · r), Hence the conventional restriction that the
integration is accurate only beyond the far field distance can be much more relaxed.
More details are discussed in the next section showing that the boundary integral
is accurate as long as the distance is larger than around 2 wavelength, which is well
within the near field.

Next a general form F (t − D/cα) is used to represent either T (t − D/cα) or V (t −
D/cα). By replacing D with the approximation from Eq. (3.18) , F (t − D/cα) can
be expanded using a Taylor series:

F (t − D/cα) ≈ F (t − Dm/cα) + Δr · D̂m

cα

F ′(t − Dm/cα) + O(Δr2) (3.19)
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The integration of F (t − D/cα) across one facet is therefore:
∫

Sm

F (t − D/cα)dSm(r) ≈
∫

Sm

F (t − Dm/cα)dSm(r)

+
∫

Sm

Δr · D̂m

cα

F ′(t − Dm/cα)dSm(r)

≈ ImF (t − Dm/cα)

+ F ′(t − Dm/cα)
∫

Sm

Δr · D̂m

cα

dSm(r)

(3.20)

where Im refers to the area of the mth facet.

Apparently in Eq. (3.20) the first term assumes that the boundary values are con-
stant across this facet, which can be approximated as that from the centre point.
Since in the numerical implementation the scattered wave at the centre is calculated
as an average of those at the facet nodes, this first term is equivalent to applying
a trapezoidal rule to the integration. Higher order Taylor expansion terms which
refer to the derivatives of the retarded time traces account for the time variation
across the facet. However, it will be shown through several numerical examples that
the integration simply keeping the first term is sufficiently accurate with the mesh
density that has been tested.

In 2D the boundary integration formula has a different form from that of 3D and a
scaling factor (

√
2iπ
kα

) needs to be multiplied in the frequency domain:

usc(R, ω) =
∑

α=p,s

√
2iπ

kα

[ −1
ρc2

α

∫
S

e(ikαD)

4π
√

D
Tα(r, D̂, ω)dS(r)

− ikα

∫
S

e(ikαD)

4π
√

D
Uα(r, D̂, ω)dS(r)] (3.21)

Transforming the above equation to the time domain yields a convolution between
the scaling factor and the boundary formula after the inverse FFT.

3.4.2 Integration in the frequency domain

As shown in Eq. (3.20), in the time domain the integration at one facet can only
be calculated numerically. In contrast, an exact expression of the integral can be
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obtained in the frequency domain [54]. By discretizing the surface, Eq. (3.14) can
be expressed as:

usc(R) =
∑

α=p,s

−1
ρc2

α

M∑
m=1

∫
Sm

eikαD

4πD
Tα(r,D, ω)dSm(r)

− ikα

M∑
m=1

∫
Sm

eikαD

4πD
Uα(r,D, ω)dSm(r) (3.22)

Using the approximation in Eq. (3.18), the boundary integral can be written as:

usc(R) =
∑

α=p,s

−1
ρc2

α

M∑
m=1

eikαDm

4πDm

Tα(rm,Dm)
∫

Sm

e−ikαD̂m·ΔrdSm(Δr)

− ikα

M∑
m=1

eikαDm

4πDm

Uα(rm,Dm)
∫

Sm

e−ikαD̂m·ΔrdSm(Δr) (3.23)

The integral of the exponential term in Eq. (3.23) represents the phase variation,
which can be expressed analytically for a triangular facet:

∫
Sm

e−ikαD̂m·ΔrdSm(Δr) = 1
(n̂ · ẑ)

−1
ikα(D̂my + BD̂mz)

(3.24)

× [lxsinc[kα(D̂mx − D̂my + (A − B)D̂mz) lx
2 ]

− eikα(D̂my+BD̂mz) ly
2 lysinc[kα(D̂mx + AD̂mz) lx

2 ]]

Where n̂ is the normal vector of the mth facet, ẑ is the unit vector of the z-axis, and
A = ∂z

∂x
, B = ∂z

∂y
, are the Cartesian coordinates of the gradient of the triangular facet

at its midpoint. The dimensions of the trian gular facet in the x- and y- directions
are lx and ly, respectively.

In 2D, a similar equation can be obtained by multiplying a scaling factor before Eq.
(3.23) , and replacing the spatial decay Dm by

√
Dm:

usc(R) =
√

2iπ

kα

[
∑

α=p,s

−1
ρc2

α

M∑
m=1

eikαDm

4π
√

Dm

Tα(rm,Dm)
∫

Sm

e−ikαD̂m·ΔrdSm(Δr)

− ikα

M∑
m=1

eikαDm

4π
√

Dm

Uα(rm,Dm)
∫

Sm

e−ikαD̂m·ΔrdSm(Δr)] (3.25)
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where the integral of the phase term can be expressed explicitly as:

∫
Sm

e−ikαD̂m·ΔrdSm(r) =
√

1 + (∂z

∂x
)2lxsinc

⎡
⎣(kαD̂mx + kαD̂mz

∂z
∂x

)lx
2

⎤
⎦ (3.26)

By using Eq. (3.23) to Eq. (3.26) , in conjunction with the FFT and its inverse, the
scattering signals can be obtained.

3.5 Performance in the near field
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Figure 3.8: Comparison of the near to far field scattering for a smooth crack using the
full FE model and the boundary integral method. (a) Snapshot of the animation for the
FE model. (b) Illustration of forcing eight nodes to produce a circular wave in 2D. (c)
Comparison of the scattering signal (uy) at the monitoring node 3mm away from the crack
using the FE model and the boundary integral.

A far field assumption is applied to simplify the stress Green’s function as shown in
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Figure 3.9: Comparison of the near to far field scattering amplitude (uy) for a smooth
crack using the full FE model and the boundary integral. (a)Scattering amplitude (peak
of the envelope) as a function of the distance . (b) Relative error of the amplitude between
the boundary integral and the full FE model.

Eq. (3.14) for the boundary integral. Therefore a minimum distance from the centre
of the scatterer to the observing point exists, below which the boundary integral
is not accurate. On the other hand, the term |R − r| is approximated using Eq.
(3.18), by assuming that |R| 	 |Δr|, instead of the conventional 1st-order expan-
sion D = |R−r| ≈ R−R̂ ·r with the assumption that |R| 	 |r|. Since |r| 	 |Δr|,
it is expected that the proposed boundary integral should be much more accurate
than that using the conventional 1st-order expansion in the near field.

To find the minimum distance Dmin, the scattering of an incident P wave from a
smooth crack is modelled using the FE model as shown in Fig. 3.8(a). The FE
model has a dimension of 86×46mm2, including the absorbing region with a thick-
ness of 1.5mm. Aluminium (Young’s modulus, 70GPa; density, 2700kg/m3; and
Poisson ratio, 0.33) is chosen as the material for the 2D plane-strain model. The
mixed meshing algorithm introduced in Section 3.3.3 is applied to mesh the whole
FE domain with triangular elements (CPE3 in Abaqus). A point source is modelled
by selecting neighboring eight nodes, excited with radial forces [16] as shown in Fig.
3.8(b). A five-cycle tone burst with a centre frequency of 4MHz is fed into each
excitation node to produce the incident P wave. The length of the crack is 10mm
(≈ 6.5λp), and the monitoring points are located from 0.5mm to 40mm to record
the scattered P and S waves. The boundary displacements of the crack are also
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Figure 3.10: Categorization of the near and far field and the boundary between the two.

recorded, which are used for the boundary integral in Eq. (3.16) to calculate the
scattered waves at those monitoring nodes. In order to obtain the purely scattered
waves, an additional model without the crack is run and the monitored incident
waves are subtracted from the total field. A comparison is then made between the
results from the full FE model and those computed from the boundary integral.

Fig. 3.8(c) shows the scattering signals from FE and the boundary integral when the
distance D equals to 3mm, which is around 2λp. A good match of the waveforms
can be found between the FE and the boundary integral, including different wave
packets. The first arrival with the largest amplitude is the direct reflection from the
crack, superposed by both P and S waves. One main later arrival around 8.3μs can
be seen which are contributed from the tip diffraction. Some small later arrivals are
due to the tip diffractions converted from the surface waves travelling and bouncing
between the two tips.

The peaks of the recorded signal envelopes at all monitoring nodes are plotted as
a function of the distance D in Fig. 3.9(a). The relative error between the FE and
the boundary integral is also shown in Fig. 3.9(b). A very good agreement is seen
when D ≥ 3mm (≈ 2λp), by setting the tolerance of the error to be 2%. Therefore
for the crack length (6.5λp) tested here, the critical near field distance Dmin for the
boundary integral is approximately 2λp. The value of Dmin may vary according to
the length of the crack, but well within the Fresnel region, or the near field.

The boundary between the near and the far field is vague, as there are no precise
cutoffs between the two. However, according to the Fraunhofer and the Fresnel

56



3. Efficient Numerical Method for Elastic Wave Scattering in the Time
Domain

0 10 20 30 40
0

1

2

3

4

5

6

7 x 10-13

Distance (mm)

A
m

pl
itu

de
 (y

)

 

 

FE
1st order BI

Zoomed in 

36 37 38 39 40
5

6

7

8

9

10 x 10-14

Distance (mm)

Am
pl

itu
de

 (y
)

 

 

FE
1st order BI

(a) 
(b) 

Figure 3.11: Comparison of the scattering amplitude (uy) for a smooth crack using
the full FE model and the boundary integral with the first order far field expansion.
(a)Scattering amplitude (peak of the envelope) as a function of the distance . (b) Zoomed
in plot of (a)

diffraction, an approximate rule can be used shown in Fig. 3.10 from the theory of
antenna [55]. The critical distance to separate the near and the far field is defined
as:

DF = 2l2
c/λ (3.27)

Where lc is the length of the crack, and λ is the wavelength. Eq. (3.27) is considered
as a very stringent rule to guarantee the far field. However, in practice the rule can
be somewhat relaxed depending on the source field, the geometry of the crack and
the requirement of the accuracy. Inside the near field region, the radiative near-field
is called the Fresnel region, while the other is the non-radiative region. The bound-
ary between the radiative and the non-radiative field is set to be roughly λ/2π from
the crack surface. Note that the categorization in Fig. 3.8 is based on the assump-
tion that the defect size is larger than the wavelength (for example, lc ≈ 6.5λp in
this case). For very short defects (lc ≤ λp/2) or defects of the same length with the
wavelength, the actual expression for DF may vary [55]. From Fig. 3.9 it is found
that the boundary integral is accurate to cover most of the Fresnel region, apart
from the far field.

In order to illustrate the advantage of the boundary integral over the conventional
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approach, Fig. 3.11 shows the peaks of the scattering signals calculated when the
distance D is expanded as R − R̂ · r. As can be seen, the corresponding curve
decays inversely proportional to the

√
r in 2D, but it does not match the result from

the FE model. The two curves converge quickly as the distance increases, although
there is still a large error around 20% when the distance is 40mm, as shown in the
zoomed-in plot in Fig. 3.11(b).

3.6 Numerical examples

In this section, four numerical examples are shown using the FE-BI method described
in the preceding section and summarized in Fig. 3.2. A five-cycle tone burst with
a centre frequency of 4MHz is used as the incident P wave, which is assumed to
be a plane wave or a Gaussian tapered plane wave in the following simulations.
Note that the proposed method can also model the scattering with a more general
incident wave field produced from a real transducer.

3.6.1 Side Drilled Hole (SDH)

In 2D the plane wave scattering from a side-drilled hole (SDH) with a diameter of
4mm (≈ 2.6λp) is simulated, as shown in Fig. 3.12(a) for a full FE model. The
corresponding full FE region has a dimension of 51×51mm2 (≈ 33λp×33λp). The
SRM absorbing region is adopted here and the thickness of the absorbing region is
about 1.5mm (≈ 1λp). Linear triangular elements (equivalent to CPE3 in Abaqus)
are applied to mesh the domain. The element size is λp/60, which is sufficient for
the convergence of both scattered P and S waves [16]. An excitation line is placed
20mm (≈ 13λp) above the SDH to produce a plane P wave propagating along the
negative y-direction, and the scattering signals are recorded by a monitoring circle
20mm away from the SDH. The full FE model is solved using the Abaqus explicit
solver.

In contrast, the size of the FE box (8×8mm2≈ 5λp×5λp) used in the FE-BI method
is much smaller, by comparing Fig. 3.12(a) and (b), and the excitation nodes are
located at the SDH surface in the FE box denoted by red dots. The forcing ap-
plied at the defect surface is obtained from Eq. (3.4). After running the FE explicit
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Figure 3.12: Snapshots of the plane wave scattering from a SDH. (a) Full FE model.
(b) FE-BI box.

scheme in the box using Abaqus, the boundary displacements are used to calculate
the scattering signals via the boundary integral Eq. (3.16), at the monitoring circle.
Note that since the stress-free condition is applied here, the quantity of the boundary
velocity in Eq. (3.16) must be the total field (i. e. incident field plus scattering field).

Good agreements of the results from the full FE model and the FE-BI method can
be seen in Fig. 3.13(a) and (c), for the scattered P and S waves at a near grazing
angle (θs = 80o). The scattering amplitude, which here is defined as the ratio of
the peaks between the scattering and the incident signals, with θs ranging from 0
to 360 o is shown in Fig. 3.13(b) and (d), respectively. The mean absolute error
(MAE) from all scattering angles is used to measure the numerical error and it can
be expressed as:

MAE = 1
M

M∑
n=1

|A(θn
s ) − Aref(θn

s )|/|Aref(θn
s )| (3.28)

Where M is the number of the scattering angles, A(θn
s ) and Aref (θn

s ) are the scatter-
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Figure 3.13: Comparison of the scattering signals (uy) from a SDH using the full FE
model and the FE-BI method. (a) Scattering P-P signals when θs = 80o. (b) P-P Scat-
tering amplitude (θs = 0 to 360o). (c) Scattering P-S signals when θs = 80o. (d) P-S
Scattering amplitude (θs = 0 to 360o).

ing amplitude calculated using the FE-BI method and the full FE model. For the
SDH case, the MAE of the scattering coefficient between the FE box and the full
FE model are calculated as 1.5% and 3.2% for P and S waves, respectively.

The element size used in the full FE model is λp/60, which is sufficiently small as it
well satisfies the established convergence criteria [16]. On the contrary, in the FE-BI
box the element size is λp/30, much larger than that used in the full FE simulation. It
implies a somewhat more relaxed convergence requirement using the FE-BI method
than the full FE model. The reason is that the local FE simulation mitigates the
error caused by the mesh dispersion, when modelling the wave propagating from the
source to the defect and vice versa. Giving the full FE model the same element size
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Figure 3.14: Snapshots of the scattered waves from a rough surface (σ = λp/4, λ0 =
λp/2). (a) Full FE model. (b) FE-BI box.

of λp/30 would cause noticeable errors for the scattered S waves due to the mesh
dispersion. The number of nodes in the local FE box is around 25 thousand, which
is significantly smaller than that for the full FE model (4.1 million), a reduction of
approximately 170 times. In addition, the total time for running the full FE model
is around 32 minutes, while for the small FE box it only takes 20 seconds. A huge
improvement of the computational efficiency is therefore achieved.

3.6.2 Rough surface

The second example is the scattering of a plane P wave from a rough surface as
shown in Fig. 3.14. To approximate the plane wave scattering from an infinitely
long surface a Gaussian tapered plane wave as used in [56] is adopted here. A spa-
tial Gaussian window is added to the ideal plane wave so that the amplitude of the
incident wave impinging on the rough surface gradually reduces to zero at the ends,
in order to avoid the edge effects when performing the boundary integral along the
surface with a finite length. The total length of the surface is 24mm (≈ 15λp), based
on which the half beam width is approximately 4mm (≈ 2.6λp). One realization of
the Gaussian surface with RMS = λp/4 and correlation length λ0 = λp/2 is generated
using the spectral method [28]. The dimension of the full FE model shown in Fig.
3.14(a) is 51×25.5mm2 (≈ 33λp×16λp). An excitation line with the same length of
the surface is placed 4mm (≈ 2.6λp) above the rough surface. The scattered waves
are recorded by a semi-circle of the nodes 20mm away from the centre of the surface.
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Figure 3.15: Comparison of the scattering signals (uy) from a rough surface using the
full FE model and the FE-BI method. (a) Scattering P-P signals when θs = 30o. (b) P-P
Scattering amplitude (θs = -90 to 90o). (c) Scattering P-S signals when θs = 30o. (d) P-S
Scattering amplitude (θs = -90 to 90o).

Some redundant waves are noticed propagating to the positive y-direction. These
waves are generated by the excitation line due to the vibration of the source nodes
in a free space.

For comparison with the full FE model, Fig. 3.14(b) shows the corresponding FE-
BI method which is 29×4mm2 (≈18.7λp×2.6λp). The excitation is realized by the
nodes on the rough surface with forces calculated from Eq. (3.4) . Computed surface
displacements are then substituted into the boundary integral Eq. (3.16) to obtain
the scattering signals at the same monitoring points in the full FE model. For the
rough surface, the scattered waveforms become much more complicated especially
for the mode converted S waves, due to the increased diffuse field as shown in Fig.
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3.15(c). However, good agreement of the P and S waveforms calculated from the full
FE model and the FE-BI method are still found. In addition, the FE-BI method
also accurately predicts the scattering amplitude across all the scattering angles,
and the values of the MAE are 3.8% and 5.1% for P and S waves, respectively. The
number of elements for the full FE model and the local FE box in Fig. 3.15(a) and
(b) are 2.1 million and 47 thousand, and the computational effort is greatly reduced
by the new method.

3.6.3 Spherical void and inclusion
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Figure 3.16: 3D simulation with a spherical void. (a) Meshing profile around the void.
(b) Snapshot of the scattered waves around the void. (c) Scattering signals (uz) when θs

= 30o using the theoretical solution and the FE-BI method. (d) Scattering amplitude (uz)
when θs = 0 to 360o using the theoretical solution and the FE-BI method.

In 3D the plane wave scattering from a spherical void and an inclusion with the
same shape are simulated. The computed results from the FE-BI method are then
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compared with those calculated from the theoretical formulae [39] using separation
of variables. It is currently very difficult to simulate a full 3D FE model due to the
limit of computational power.

The dimensions of the 3D FE box are 6.2×6.2×7.2mm3 (≈ 4λp×4.7λp×4λp) as
shown in Fig. 3.16, with the absorbing region being 1.5mm (≈ 1λp) thick. The
spherical void with a diameter of 1.2mm (≈ 0.77λp) is created by subtracting a 3D
solid sphere from the FE box. Linear tetrahedral elements (equivalent to C3D4 in
Abaqus) with a size of around 0.075 mm (λp/20) is used to mesh the FE box with
the free meshing algorithm. The total number of nodes is approximately 65 thou-
sand.

Assuming a plane wave propagating in the negative z-direction, the excitation forces
on the defect surface can be calculated using Eq. (3.4) . After executing the FE
explicit scheme using Abaqus, the calculated surface displacements are substituted
into Eq. (3.16) to calculate the scattering signals from 0 to 360o. The distance
between the observing points and the centre of the defect is approximately 100λp.
Fig. 3.16(a) shows the meshing profile around the void, and the animation of the
scattering field is shown in Fig. 3.16(b) .

Fig. 3.16(c) shows good agreement of the scattering P wave signals when θs = 30o,
using the FE-BI approach and the theoretical solution [39]. From Fig. 3.16(d), the
MAE of the scattering amplitude between the two approaches is 2.1%. A small devi-
ation of 4.2% can be seen when θs is around 180o, corresponding to the transmission
direction.

The same geometry and bulk material (Aluminium) are used for the simulation of
the scattering from a spherical inclusion, filled with Alumina (Young’s modulus, 390
GPa; density, 3950 kg/m3; and Poisson ratio, 0.22). The impedance ratio for the
compressional wave between the bulk medium and the inclusion is hence 0.40. In
practice, the spherical inclusion and the cubic box without the sphere are meshed
separately, and then joined to form the whole mesh shown in Fig. 3.17(a). Note
that the two separate volumetric meshes should produce the same boundary mesh
at the interface to make the volumetric mesh compatible.
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Figure 3.17: 3D simulation with a spherical inclusion. (a) Meshing profile around the
inclusion. (b) Snapshot of the scattering field around the inclusion. (c) Scattering signal
when θs = 30o using the theoretical solution and the FE-BI method. (d) Scattering
amplitude when θs = 0 to 360o using the theoretical solution and the FE-BI method.

The direct surface excitation of the inclusion is not used here because it is found
to produce redundant waves similar to those shown in Fig. 3.14. For instance, ex-
citing the lower half spherical surface would inevitably generate waves travelling in
the positive z- direction, due to the vibration of the source nodes in the free space.
These waves are unwanted and non-physical, which would pollute the scattering
field. Hence an excitation plane 1mm above the inclusion is applied instead. In
this manner, the redundant waves then only exist above the excitation plane, which
travel directly to the absorbing region and would not affect the region of interest (e.
g. the surface of the inclusion).
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Equivalent circular  

diameter = 91 μm 

Figure 3.18: One raw image from the microscopic data showing a middle section of the
void.

Fig. 3.17(b) shows the scattering field from the inclusion, and the surface nodes
to record boundary displacements. Elements associated with these nodes are also
selected to post-process the stresses, and an average is performed to estimate the
stresses at the surface of the inclusion. By substituting the boundary velocities and
tractions into the integral, the scattering signals at the observing points can be cal-
culated. Good agreement between the theory and the simulation can be found in
Fig. 3.17(c) and (d). A small error of the amplitude at the transmission direction
(θs = 0o) might be caused by the fact that the linear tetrahedral element is not
sufficiently accurate to estimate the boundary stress. A common way to improve
the accuracy is to increase the mesh density, especially around the surface of the
inclusion. Several alternative ways may be useful to recover the stresses more accu-
rately based on the current mesh density [57]. For example, the nodal point forces
(NPF) method as developed in [58] can potentially be implemented here.

3.7 Application to 3D realistic irregular void

Unlike the ideal spherical voids or inclusions, volumetric voids with rough surfaces
are more commonly seen in practice. The author has been cooperating with re-
searchers from Svenska Kullagerfabriken AB (SKF) for modelling the elastic wave
scattering from realistic non-spherical voids [59]. Only numerical methods can be ap-
plied to solve the scattering problem, for instance, using the coupled FE-BI method.

Note that fundamental differences exist regarding the physical scattering from rough
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voids and rough cracks mainly in two aspects. First of all, tip diffraction plays
a less important role for the volumetric void. However, the surface irregularity
(roughness), orientation, and the volume of the void have significant effects on the
scattering behavior. For instance, it is obvious that the scattered waves from a sphere
and an ellipse are different. Hence to study the scattering from a non-spherical void,
one needs to consider more variables than scattering from a rough crack. Only a few
related works can be found in astronomy and planetary science to investigate the
light scattering from non-spherical particles [60]. In this section, elastic waves are
considered and the study is based on a real sample of a non-spherical void obtained
from microscopic images.

3.7.1 Reconstruction of the 3D defect from 2D images
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Figure 3.19: Procedure to construct the 3D FE mesh for the void from a set of 2D
microscopic images (six steps).

In practice, it is not possible to obtain the 3D shape of the void directly since the mi-
croscopy scans the void at different positions. The raw data from SKF are multiple
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(a) (b) (c) (d) 

Figure 3.20: Reconstructed 3D voids. (a) V1. (b) V2. (c) V3. (d) Sphere.

2D images showing the horizontal slices in the x-y plane of the void, corresponding
to different depths along the z-axis. In total eleven images are obtained and one
typical raw image is shown in Fig. 3.18, in which the dark region in the centre refers
to the actual slice of the void (data provided by SKF). A best fit of the irregular
2D shape with a circle is adopted to approximate the equivalent diameter and its
centre location, as marked in Fig. 3.18.

To reconstruct the shape of the void it is necessary to stack all images following
the depth. The reconstruction procedure is divided into six steps as illustrated in
Fig. 3.19. First of all, the dark centre region is carefully selected and sparse ‘noisy’
spots are eliminated. The edge of the defect in each slice is detected by finding the
peak of the gradient of the image pixels in the second step. Edges of all slices are
then stacked following the depth, producing a point cloud of the surface of the void.
In the fourth step, the point cloud is imported into the software Rhinoceros 3D
(Robert McNeel Associate, Seattle, WA), and interpolation algorithms are applied
to produce the CAD of the surface. The created CAD file is then imported into
Abaqus to obtain the meshing profile of the FE box shown in the last two steps.

3.7.2 Effects of the irregularity

As mentioned the scattering field relies on the shape, the orientation, the surface
irregularity and the volume of the void. In this section, the effects of the surface
irregularity on the scattering field are investigated quantitatively.

Fig. 3.20(a) shows the reconstructed shape of the irregular void. By reducing the
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Searching region of Pc and rc

range of Pc(xc, yc, zc) [0.16, 0.16, −0.199]mm ∼ [0.21, 0.21, −0.199]mm
range of rc 0.019mm ∼ 0.046mm

Table 3.1: Searching region of Pc and rc

number of the interpolation points using the built-in functions of Rhinoceros, the
shape effectively becomes smoother as can be seen from Fig. 3.20(a) to (c). For
comparison, a spherical void is also plotted in Fig. 3.20(d) by best-fitting the original
point cloud. To determine the centre and the diameter of the best-fitted sphere, a
searching algorithm is implemented in the sense of least squares:

⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩

P̂i = Pvi−Pc

||Pvi−Pc||
P̂si = P̂i · rs + Pc

argmin ∑
i ||Psi − Pvi||, (Pc ∈ R3, rc ∈ R)

(3.29)

Where Pc = [xc, yc, zc] is the coordinate of the centre of the sphere, rc is the radius
of the sphere, Pvi denotes the coordinate of the ith surface point from the raw data,
and Psi is the coordinate of the ith point of the spherical void. The value of zc can
be determined directly as a average of the maximum and the minimum depth of
the slice, hence the only unknown parameters are xc, yc and rc. A searching region
of Pc and rc are predefined shown in Table 3.1. The lower and the upper bounds
are set by observing the region of the defect. The best parameters are estimated by
finding Pc and rc, which give the minimum error in Eq. 3.29. Based on the data of
the point cloud from the realistic void, the best-fitted sphere has parameters of Pc

= [0.19, 0.18, -0.199]mm, and rc = 0.04mm.

The FE-BI approach is implemented to calculate the scattered waves from the four
voids in Fig. 3.20. The material for the bulk medium is steel (Young’s modulus,
210GPa; density, 7800 kg/m3; and Poisson ratio, 0.29). A three-cycle tone burst
with a centre frequency of 98MHz is used here for simulation, and the compressional
and the shear wavelength in this case are 0.06mm and 0.03mm respectively. Hence
the diameter of the best-fitted sphere is approximately 1.33λp. The thickness of
the absorbing region is 0.09mm (≈ 1.5λp), and the total size of the local FE box is
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approximately 0.45×0.45×0.33mm3 (≈ 7.5λp × 7.5λp × 5.5λp). After computing the
boundary displacement on the surface of the void using the FE model, the bound-
ary integral is implemented to calculate the scattering signals at a distance of 100λp

away. The scattering amplitude with θs ranging from 0 to 360o in the x-z plane
is obtained by picking the peaks of the scattering signals (uz). Only the P-P case
is considered here but the methodology can be equally applied to S waves with a
more dense meshing profile. The number of nodes for one typical FE simulation is
2 million, which can be further reduced by optimizing the dimensions of the 3D FE
box.
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Figure 3.21: Scattering pattern for reconstructed voids and the spherical void. (a)
Scattering pattern (uz) in polar coordinates. (b) Zoomed-in reflection pattern (uz) in
polar coordinates. (c) Reflection pattern (uz) in Cartesian coordinates. (d) Transmission
pattern (uz) in Cartesian coordinates.

Fig. 3.21 shows the scattering patterns of the P-P waves from V 1 to V 3 in polar
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Figure 3.22: Sketch illustrating the reflection and the transmission of elastic waves for
a 3D void. (a) Spherical void. (b) Non-spherical void (V1).
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Figure 3.23: Scattering waveforms for different voids. (a) Backward reflection waveforms
(uz). (b) Forward transmission waveforms (uz).

coordinates, along with the one for the best-fitted sphere. The amplitude has been
normalized by that of the incident wave. The left part of Fig. 3.21(a) represents
the transmission patterns and the right part refers to the reflection patterns. It is
found that the transmission patterns are very similar with that from an ideal sphere,
while the reflection patterns vary significantly with different reconstructed shapes
as shown in the zoomed-in plot. V 3 has the most similar pattern with that of the
spherical void as expected. The change of the reflection patterns is more clearly
demonstrated in Fig. 3.21(c) in Cartesian coordinates. Meantime the transmission
patterns almost remain the same, although the amplitude for V 1 is relatively larger
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in Fig. 3.21(d).

A physical reasoning is given here to illustrate the difference between the reflection
and the transmission behavior in Fig. 3.22. The whole surface of the void can be
divided into the region illuminated by the incident wave and the shadowing region,
between which there is a ‘diffraction edge’ connecting the two. Since the reflection
mainly depends on the illuminated surface, the change of the illuminated surface for
each void would cause a remarkable variation of the reflection pattern. In contrast,
the transmitted waves are mostly contributed from the secondary-sources located
at the ‘diffraction edges’, instead of the whole illuminated surface. Therefore com-
pared with the reflection, the transmission is less affected when changing the shapes.

Fig. 3.23 shows the scattering waveforms in the backward (reflection) and forward
(transmission) directions, in comparison with the reference from the best-fitted
spherical void. The forward scattering waveforms when θs = 180o are all similar
with the one from the sphere as expected. However, the backward reflection signals
when θs = 0o become very complicated and deviate significantly compared with the
reference. There is also a profound delay of the arrival time for each shape, since the
top point of the reconstructed void is lower than that of the sphere. In summary,
the irregularity of the reconstructed void has a profound effect on the reflection,
rather than the transmission considering both the amplitude and the waveform.

3.8 Summary

A coupled finite element boundary integral numerical approach is applied and de-
veloped in the time domain, for accurate computation of the elastic wave scattering
from irregular defects in both near and far fields. This methodology efficiently
combines the time step FE simulation, absorbing layers, mixed meshing algorithm,
internal forcing and the boundary integral. The accuracy is demonstrated by com-
paring the computation results with those from full FE models and the theoretical
solutions, showing very good agreement in all numerical examples. In addition, the
approach is applied to investigate the scattering field from realistic non-spherical
voids. The effect of the irregularity of the void is studied and compared with a
smooth spherical void. It is shown that the irregularity has a more considerably
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influence on the reflection than the transmission. In particular, the numerical ap-
proach enables the study of the elastic wave scattering from randomly rough defects
via the Monte Carlo simulations. In addition, it can also serve as a benchmark to
evaluate analytical or approximation based scattering theory.
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Chapter 4

Evaluation of the Elastodynamic

Kirchhoff Approximation

4.1 Introduction

In this chapter the validity of the elastodynamic Kirchhoff approximation used for
calculating the scattered waves from randomly rough surfaces is examined. A com-
plete literature review is given regarding previous evaluation studies, which are
mainly for acoustic/electromagnetic waves, and all of them are limited in 2D simu-
lations with 1D surfaces. In order to evaluate the performance of the elastodynamic
KA, Monte Carlo simulations are run on Gaussian surfaces with the elastic wave
Kirchhoff model. The results are compared with those calculated using the nu-
merical model developed from Chapter 3. Error analysis is provided to generalize
empirical rules for the validity of the elastodynamic KA, and the rules are found to
be different in 2D and 3D.

Although numerical methods as discussed in Chapter 3 can solve most elastic wave
scattering problems, approximation based methods are still very attractive because
of reduced requirements of the computation resources. Besides, approximation based
methods are developed from physical assumptions with mathematical simplifica-
tions, which are often used to analyze the nature of the underlying wave physics.
Among many such methods, the Kirchhoff approximation (KA) is a very powerful
tool to calculate the scattering from rough surfaces. It has been widely applied
in many fields, such as electromagnetic remote sensing [6], underwater acoustics
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[28], and seismic waves [26, 37], to study the surface scattering statistics. For elastic
waves there is also increasing interests in nondestructive evaluation (NDE) and ultra-
sonics in applying the KA to understand the scattering behavior from rough defects.

However, it is known that the Kirchhoff approximation is based on the tangential
plane assumption and it neglects multiple scattering, surface waves etc.. Hence it
is necessary to know when the use of KA should be anticipated to be reliable, par-
ticularly as it is applied for safety inspection. Historically there have been several
attempts to evaluate the accuracy of KA, which are summarized in the book by
Ogilvy [4]. The most frequently cited validity criterion for KA is krc cos3 θi 	 1,
in which rc is the local radius of curvature and θi is the global angle of incidence.
However, this criterion is derived only from a simple geometrical argument. More
rigorous approaches were also applied to give better evaluation results. For instance,
in [29] a variational principle was adopted to quantify the accuracy of KA. Thorsos
[28] performed a comparison of the acoustic scattering pattern using the numerical
boundary integral method and the Kirchhoff model with random Gaussian surfaces.
The correlation length λ0 is concluded to be the most critical parameter rather than
the surface curvature. A similar study was extended to a Pierson-Moskowitz sea
surface [8], in which the KA was found to be accurate near the specular direction
with incident grazing angles as low as 10o; this is typical of the impressive accuracy
and utility that led to the wide spread use of the Kirchhoff model.

The validity of the vector wave KA (e. g. electromagnetics and elastodynamics) dif-
fers from the scalar case. The difference is because restrictions on surface properties
that arise from effects such as shadowing and multiple scattering can be made more
severe by mode conversions, into bulk waves and surface waves. In [30], the scatter-
ing pattern from rough surfaces was computed using the method of moment and the
Kirchhoff model, indicating that electromagnetic Kirchhoff KA is valid when kσ ≤
0.2 and kλ0 ≤ 2 even with small angles of incidence. Robertsson et al. [26] compared
the elastodynamic KA with the finite difference method and the spectral element
method (SEM) with an application in reflection seismology. In this work, some
discrepancies between the KA and the other two methods were shown particularly
in terms of amplitude. The accuracy of the elastic wave KA in the backscattering
direction was studied [31] by comparison with the BEM, with application in NDE.
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Figure 4.1: Sketch of the scattering geometry: Plane wave in an elastic material incident
on an infinitely long surface with stress-free boundary condition. (a) 1D surface. (b) 2D
surface.

Zhang et al. [23] calculated the scattering matrix from Gaussian rough defects in
comparison with a finite element local scattering model and argued that the elastic
KA is accurate with the roughness σ ≤ 0.3λ and λ0 ≥ 0.5λ at incidence and scat-
tering angles over the range from -80o to 80o. However, the conclusions were drawn
from the modelling of the ultrasonic scattering from a crack. Hence the physical tip
diffraction was included during the comparison, that might affect the comparison
results at grazing angles.

In addition, all of the previous evaluation works are only based on 1D rough surfaces
using 2D models due to limitations in the simulation approaches. The 3D scattering
from a 2D rough surface is fundamentally different, and researchers developing mod-
elling tools using 3D KA for NDE in the power industry have observed significant
differences of several dB between experimentally measured reflections from rough
defects and KA simulations of the same case [27]. The discrepancies arise because
surface scattering is an inherently complex process, involving phenomena such as
mode conversions, surface waves and shadowing, which are not at all included in
the Kirchhoff approximation. These phenomena are known to cause the greatest
errors when the angle of incidence or the roughness is large, and are also expected
to be different for 2D and 3D. Therefore, to gain a comprehensive understanding of
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Figure 4.2: Sketch of the elastodynamic Kirchhoff approximation at one surface point.

the performance of the 3D Kirchhoff approximation on random rough surfaces, with
height variations in both x- and y- directions, it is necessary to actually simulate
the full 3D problems.

In this chapter the range of validity of both 2D and 3D elastodynamic KA are
carefully examined by comparing results with those from the numerical method de-
veloped in Chapter 3. The comparison is performed in the time domain directly
considering the measured signals during a real inspection. A brief review of the
Kirchhoff approximation is given, along with the benchmark numerical model for
comparison. The Monte Carlo simulations are then run for both methods using 1D
and 2D surfaces with Gaussian spectra. Based on the simulation results, a thorough
error analysis is performed to investigate the effects of surface roughness, scatter-
ing/incidence angle and the dimension on the accuracy of KA.

The scattering model in this chapter is, as close as possible, the scattering of a
plane wave from an infinite rough surface and the scattering geometries are drawn
in Fig. 4.1(a)(2D model with a 1D surface) and (b)(3D model with a 2D surface).
Note that for the scattering in 3D, only incident/scattering waves in the x-z plane
is investigated for simplicity.
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4.2 Kirchhoff approximation

4.2.1 Tangential plane assumption

The elastic wave Kirchhoff approximation is depicted in Fig. 4.2, where a plane P
wave is assumed to be incident on the rough surface. The KA assumes that the
motion of one point on the surface is the same as if the point were part of an infinite
tangential plane illuminated by the incident wave. The total displacement at this
point is linearized as a summation of the incident P wave and the reflected P/S
waves:

up = d0 + rppdp + rpsds. (4.1)

Here up represents the boundary displacement with an incident P wave, rpp and rps

are the reflection coefficients of P and S waves respectively, and d0, dp and ds are
the displacement polarization vectors for the incident P and reflected P/S waves.
According to the Snell’s law:

αp = α0,
sin αs

sin α0
= cs

cp

= γ (4.2)

where γ is the S-to-P wave speed ratio, and α0, αp and αs are local incidence/reflection
angles with respect to the normal of the tangential plane. The local reflection coef-
ficients are given by:

rpp = γ2 sin 2α0 sin 2αs − cos2 2αs

γ2 sin 2α0 sin 2αs + cos2 2αs

rps = 2γ sin 2α0 cos 2αs

γ2 sin 2α0 sin 2αs + cos2 2αs

(4.3)

The surface point effectively acts as a dipole and the scattered waves are formed by
superposition of radiating waves from all dipoles. By substituting the boundary dis-
placement approximated using Eq. (4.1) to (4.3) into the boundary integral formula
Eq. (3.16), the scattered waves at the receiver can be calculated. The boundary
integral can be performed either in the time domain directly, or in the frequency
domain with the use of FFT to recover the signals.
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Figure 4.3: Sketch of the scattering from a rough surface including all the physical
phenomena (Red color denotes the single scattering mechanism which the KA can model).

4.2.2 Local and global errors

The accuracy of the Kirchhoff assumption is determined by both the local and
the global effects. From the mathematical basis of KA in Eq. (4.1), one can im-
mediately realize that the validity of KA fundamentally depends on whether the
tangential plane assumption is reliable or not, which relies on the local roughness
at this surface point. According to the geometrical argument, the local radius of
curvature must be large enough to obey krc cos3 θi	 1 [4], And the resulting errors
are hence called the local errors.

In contrast, the global errors are much more complicated since they are contributed
from the global shape of the surface. Fig. 4.3 demonstrates different global wave
phenomena that the KA cannot take into account. Note that the conventional KA
assumes a single scattering mechanism, while in the community of optics, there are
several studies considering high-order KA by including multiple scattering physics
[61, 62]. In this thesis, the definition of the conventional KA is utilized. Apart from
the multiple scattering, it is impossible to see the Rayleigh wave, and subsequently
the conversions between the surface waves and the bulk waves. In addition, KA
is also poor at modelling the edge diffraction. As can be seen, the gobal error is
difficult to be quantified as it has different wave mechanisms stated by Thorsos [28].
Hence, more accurate numerical simulations are implemented as a full elastic wave
benchmark to investigate accuracy of the KA, considering both global and local er-
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Figure 4.4: Sketches of the finite element boundary integral model to calculate the
scattering waves from a rough backwall. (a) 2D model with a 1D surface. (b) 3D model
model with a 2D surface.

rors. Generally speaking, in terms of the global effect the KA is reasonably good if
the received scattering signals are mainly dependent on the single scattering mech-
anism. However, once one of the global effects outweighs the single scattering, the
KA would not be reliable. For instance, higher roughness leads to severe multiple
scattering, which is beyond the reach of KA.

4.3 Numerical benchmark model

The coupled FE-BI method as described in Chapter 3 is implemented here as a
benchmark, since it offers sufficiently accurate results once the convergence criteria
are satisfied. The software package Pogo [43] is incorporated to solve the FE prob-
lems, as thousands of realizations will be used for the Monte Carlo simulations.

The local FE box to calculate the scattering from a rough surface when internal
waves are incident, is shown in Fig. 4.4. A rough surface with surrounding flat
surfaces is constructed, and a spatial Hanning window is multiplied to achieve the
smooth transition between the rough and the flat part. An internal plane P wave
is excited by forcing along a line located just above the rough backwall. Forces cal-
culated from the known incident wave displacement field using Eq. (3.2) in Chapter
3, are given into the excitation nodes. Two tips of the excitation line need to be
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buried into the ends of the absorbing region to prevent any unwanted circular-crested
waves, which would otherwise be generated from the two tips.

Boundary displacements on the rough surface computed from the FE simulation
are used in Eq. (3.16) to calculate the scattered waves. Before substituting the dis-
placements into the boundary integral, a Hanning window function is multiplied, to
reduce the ‘edge effects’ for the approximation of an infinite surface. In 2D a popular
way to approximate the plane wave scattering from a truncation to an infinite long
surface is to use a tapered plane wave [56]. In this approximation the half beam
width must be much smaller than the surface length to eliminate the tip effects,
but roughly larger than 3λ to approximate the plane wave. This tapering idea was
successfully applied in the second numerical example in Chapter 3 to simulate the
scattering from a rough surface. Unfortunately in 3D it is difficult to satisfy both cri-
teria simultaneously due to the limited size of the 2D surface that can be simulated.
Hence a compromised approach is applied to smooth the boundary displacement
with a Hanning window. Although circular-crested waves from the edges cannot be
completely canceled, the method does mitigate the effect substantially. The 3D FE
cubic box is also shown in Fig. 4.4(b). Note that, for brevity, the absorbing region
in 3D is not drawn here.

4.4 Monte Carlo Method

The material for the simulation is Aluminium with Young’s modulus of 70GPa, den-
sity of 2700kg/m3 and Poisson’s ratio of 0.33. Thus the compressional wave speed is
6198m/s, and the shear wave speed is 3122m/s. A five-cycle Hanning windowed tone
burst signal with a centre frequency of 4MHz is assumed, and the compressional and
shear wavelengths are λp = 1.55mm and λs = 0.78mm, respectively. The distance
from the surface centre to the observing point is 50mm (≈ 32λp).

Surfaces with Gaussian power spectra are generated using the moving average method
introduced in Chapter 2. In 2D models, 15 different 1D rough surface profiles are
simulated with RMS σ = λp/8, λp/6, λp/5, λp/4, and λp/3, and correlation lengths
λ0 = λp/2, λp/3 and λp/4. While in 3D simulations, 10 isotropic rough surface
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profiles are used with the same RMS values as those of the 2D cases, and with cor-
relation lengths λ0 = λp/2, λp/3.

For each roughness, simulations are run on 50 realizations of surfaces, to calculate
the scattering signals with multiple incidence/scattering angles (0o ≤ θi ≤ 30o,
−90o ≤ θs ≤ 90o, both in a step of 5o). The number of realizations is chosen by
considering the conflicting requirements of the statistical stability and the computa-
tional cost, especially in 3D. Hence in total it is required to run 5250 FE simulations
in 2D, and 3500 simulations in 3D. NDT inspection always utilizes the amplitude
rather than the phase of the scattering signals, since the probability of detection
mainly depends on the amplitude [5]. It might also be interesting to study the
phase, for example if the KA is used for imaging the surface. However the phase is
not pursued here as the thesis focuses on the detection problem. The main quantity
for comparison is therefore the sample averaged peak amplitude of the scattering
signals. In addition, the mean and the variance of the error between the KA and
the FE model are both investigated. In this study the simulations are run only for
the P-P mode, and the similar procedure can be performed for other modes (e. g.
P-S, S-P and S-S modes).

4.4.1 2D simulations using 1D rough surfaces

2D FE models with 1D surfaces are meshed by linear triangular elements (equivalent
to CPE3 in Abaqus) with an element size of λp/30, sufficient for the convergence
requirement. The length of the 1D surface is about 8mm (≈ 5.2λp). The mixed
meshing is performed so that the region surrounding the rough surface is automati-
cally meshed and the remaining region is regularly meshed. The 2D FE domain has
a dimension of 14.8×9.4 mm2 (≈ 9.6λp×6.1λp), and the thickness of the SRM [48]
absorbing layers is 2.4mm (≈ 1.5λp). The element size is 0.05mm (≈ λp/30) and
the number of nodes for one 2D model is around 5.5 thousand. The FE model is
calculated with Pogo, and the time spent at each stage of the simulation is summa-
rized in Table 4.1.

The scattering displacement along each scattering direction is extracted by using
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Figure 4.5: Envelopes of the normal pulse echo scattering signals from one realization of
surfaces with different roughnesses. (a) σ = λp/8, λ0 = λp/2. (b) σ = λp/6, λ0 = λp/2.
(c) σ = λp/5, λ0 = λp/2. (d) σ = λp/4, λ0 = λp/2. (e) σ = λp/3, λ0 = λp/2.

up = ux sin θs + uz cos θs. Fig. 4.5 shows envelopes of the scattering signals from
one realization when θi = θs = 0o, with increased RMS values and the same cor-
relation length. The amplitude is shown on a linear scale, normalized by the peak
of the normal pulse echo response from a flat surface of the same size. As can be
seen from Fig. 4.5(a) to (d), the scattering signals calculated from KA agree well
with those from the numerical approach, when σ ≤ λp/4. Such a good agreement
can no longer be seen in Fig. 4.5(e) (σ = λp/3), indicating that KA then becomes
inaccurate. In addition, the amplitude of the scattered waves decays significantly
as the roughness increases. The scattering waveforms become more complicated
and a clear second arrival can be seen around 17μs. From an estimation of the ar-
rival time, which equals to 4mm/(6198m/s) + 50mm/(3122m/s) = 16.7μs, one can
notice that the second arrival is the mode converted shear wave due to the roughness.

By extracting the peak of the scattering signal at each angle, sample averaged scat-
tering patterns are shown in Fig. 4.6 to further evaluate the accuracy of KA. Note
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Figure 4.6: Comparison of the averaged peak amplitude of the scattering signals from
50 realizations between 2D FE and KA when θi = 0o and −90o ≤ θs ≤ 90o. (a) σ = λp/8,
λ0 = λp/2. (b) σ = λp/6, λ0 = λp/2. (c) σ = λp/5, λ0 = λp/2. (d) σ = λp/4, λ0 = λp/2.
(e) σ = λp/3, λ0 = λp/2. (f) Mean value and the standard deviation of the error when θi

= θs = 0o.

that the angular spread of the pattern is caused by both the finite length of the
crack and the presence of the roughness. Here the amplitude is shown on a dB
scale, normalized by the normal pulse echo response from a flat surface. If more
realizations are run the graph is expected to become symmetric about θs = 0o. The
range of the scattering angle θs for which KA is acceptable is from -70o to 70o when
σ ≤ λp/4, assuming that the tolerance of error is set to be 1dB, as is commonly
used in NDE.

However, the KA no longer agrees with the FE when σ ≥ λp/3, even at the specu-
lar angle (0o in Fig. 4.6). Furthermore, KA tends to underestimate the amplitude
around the specular scattering angle, while it overestimates the amplitude at near
grazing angles. This can be explained by the fact that KA does not include multiple
scattering effects. The consequence is that less energy is reflected back to the spec-
ular direction, and more energy than expected is distributed at near grazing angles.
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Stage T ime (2D model) Time (3D model)
Preprocessing 12secs 4mins50secs

FE (Pogo) 7secs 1min21secs
Boundary integral (37 angles) 8secs 42secs

Total (One realization) 27secs 6mins53secs
Monte Carlo ≈ 39hrs ≈ 16days

Table 4.1: Time spent at each stage and the total time for 2D and 3D simulations

Fig. 4.6(f) shows that both the mean absolute value and the standard deviation of
the error at the normal backscattering direction increase as RMS increases. The
mean absolute error and the standard deviation are calculated using the following
equations:

Ē = 1
N

N∑
n=1

En = 1
N

N∑
n=1

|AKA
n − AF E

n |

std(E) =

√√√√ 1
N

N∑
n=1

(En − Ē)2

(4.4)

Here Ē is the mean absolute error, En is the absolute error for one realization, and
N is the total number of realizations. AKA

n and AF E
n are the scattering amplitudes

calculated from KA and FE for one realization respectively. The standard deviation
of the error is std(E).

4.4.2 3D simulations using 2D rough surfaces

In this section, full 3D FE simulations are deployed using 2D surfaces with rough-
ness in both x- and y- directions. All of the previous evaluation works only consider
1D surfaces to simplify the model [23, 28, 29]. Although the range of validity for
the 3D KA might, intuitively, not differ from the 2D KA much, some discrepancy
between the two is expected caused by more local and global effects.

Fig. 4.7(a) shows a 2D CAD rough surface created using the software Rhino (Robert
McNeel & Associates, Seattle, WA). A surface point cloud is first generated using
the moving average method, and a spline interpolation algorithm is applied to form
a surface. Note that the interpolation needs to guarantee that the produced surface
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(a) (b) 

Regular mesh 

Free mesh 

Rough backwall 

Figure 4.7: Construction of the 3D FE meshing. (a) CAD of the rough surface (σ =
λ/3, λ0 = λ/2). (b) Cross section view of the meshing domain.
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Figure 4.8: Comparison of the averaged peak amplitude of the scattering signals from
50 realizations between 3D FE and KA when θi = 0o and -90o ≤ θs ≤ 90o. (a) σ = λp/8,
λ0 = λp/2. (b) σ = λp/6, λ0 = λp/2. (c) σ = λp/5, λ0 = λp/2. (d) σ = λp/4, λ0 = λp/2.
(e) σ = λp/3, λ0 = λp/2. (f) Mean value and the standard deviation of the error when θi

= θs = 0o.

exactly passes through the point cloud, to avoid any smoothing that would naturally
be induced by most interpolation algorithms. The dimensions of the rough surface
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are 5×5mm2 (≈ 3.3λp×3.3λp).

The corresponding 3D FE cubic box has dimensions of 12.8×12.8×4.4mm3 (≈
8.3λp×8.3λp×2.9λp), with the thickness of the absorbing region equal to 2.4mm
(≈ 1.5λ). The box is meshed using the mixed algorithm as introduced in Chapter
3 to combine the automatic and the regular meshing profiles with the tetrahedral
elements. A cross section view of the 3D meshed FE domain is shown in Fig. 4.7(b).
The element size is set to be 0.1mm (≈ λp/16), and hence the number of nodes for
a typical 3D model is approximately 720 thousand. Again the time spent at each
stage of the simulation is summarized in Table 4.1.

Monte Carlo simulations with multiple realizations are run in 3D in the same way
as was deployed for the 2D models. The sample averaged scattering patterns within
the x-z plane when θi = 0o are shown in Fig. 4.8 for different roughnesses. Good
agreement can be seen from -70o to 70o when σ = λp/8, λp/6, λp/5 and λp/4. How-
ever, the KA becomes inaccurate once σ increases to λp/3. Note that the errors
between the KA and the FE are relatively higher than those from the corresponding
2D plots in Fig. 4.6. Again the mean absolute error and the corresponding standard
deviation for each σ are plotted in Fig. 4.8(e).

4.5 Error analysis

4.5.1 Surface roughness

As discussed in Section. 4.2.2, the errors from the KA are not only from the ‘lo-
cal’ tangential plane assumption (e. g. krc cos3 θi	 1), but also arise from ‘global’
effects, such as multiple scattering and shadowing due to the overall shape of the
rough surface. These ‘global’ errors become larger as the roughness increases, which
are not easy to quantify directly. In [28] the correlation length λ0 is found to be a
critical parameter including both the local and the global effects for acoustic waves.
However, results were not shown when the roughness satisfies σ ≥ λ/10 and λ0

≤ λ/2 simultaneously, and for relatively small correlation lengths when λ0 ≈ λ/4.
In this chapter a different surface parameter for elastic materials is proposed, as a

87



4. Evaluation of the Elastodynamic Kirchhoff Approximation

0.15 0.2 0.25 0.3
0

1

2

3

4

5

 ( p)

Er
ro

r (
dB

)

 

 

0 = p/2

0 = p/3

0 = p/4

Figure 4.9: Error of the averaged peak amplitude (θi = θs = 0o) between 2D FE and
KA with respect to σ when λ0 = λp/2, λp/3 and λp/4.

λ0 λp/2 λp/3 λp/4
σmax2D 0.31λp 0.27λp 0.22λp

σmax3D 0.27λp 0.22λp −

Table 4.2: Maximum values of σ for a known λ0 with 1dB error of tolerance estimated
from Fig. (4.9) (2D) and Fig. (4.12) (3D).

function of both λ0 and σ to give an empirical principle when the use of the KA is
valid. The generalized rule is offered as a practical guide, considering a larger range
of roughness.

In Fig. 4.9 the data of errors of the averaged scattering amplitude between the 2D
KA and the FE are plotted as a function of the RMS σ, when θs = θi = 0o for
different correlation lengths. The flat dashed line at 1dB represents the commonly
used tolerance of error in NDE applications. Hence the KA is defined as accurate
as long as the corresponding error is below 1dB. According to the threshold one can
estimate the maximum values of σ by observing the trend of error curves, which are
summarized in Table 4.2.

Clearly, as can be seen from Fig. 4.9, increasing the RMS σ and decreasing the
correlation length λ0 result in a larger value of the error. This is because in this
manner the radius of the curvature becomes smaller, which leads to larger errors
due to the tangential plane assumption. In addition, more multiple scattering and

88



4. Evaluation of the Elastodynamic Kirchhoff Approximation

shadowing phenomena may occur. Hence a simple criterion expressed as a function
of σ and λ0 is proposed, based on the inverse proportionality relationship:

σa

λ0
≤ c (4.5)

where a is the weighting factor for σ, and c is an unknown constant representing an
upper bound for this inequality. Note that this form is not unique, for instance one
may also assume a weighting factor for λ0 instead of σ. However, in this chapter
Eq. (4.5) is proposed and it will be shown that this formulation can approximately
estimate the region of validity of the KA in both 2D and 3D.

The acceptable values of σ and λ0 can be estimated from this formula once a and c

are known. An alternative form converted from Eq. (4.5) is used here to calculate
these two unknown coefficients:

σa
max
λ0

= c (4.6)

Substituting the values of σmax2D from Table 4.2 into Eq. (4.6) and taking the log
of both sides yields the following form of matrix multiplication:

⎛
⎜⎜⎜⎜⎝

log10 σmax1 −1
log10 σmax2 −1
log10 σmax3 −1

⎞
⎟⎟⎟⎟⎠

⎛
⎜⎝ a

log10 c

⎞
⎟⎠ =

⎛
⎜⎜⎜⎜⎝

log10 λ01

log10 λ02

log10 λ03

⎞
⎟⎟⎟⎟⎠ (4.7)

By multiplying the term on the right-hand side with the pseudo inverse of the first
term on the left side, the weighting factor a and the upper bound c are calculated
in the sense of least squares. Recalling that the tolerance of 1dB is used, typical of
NDE, from the calculation one can see that for this error a ≈ 2. The value of a could
change if a more or less stringent tolerance of error were required. The observed
criterion for the validity of 2D KA can be expressed as:

σ2

λ0
≤ 0.2λp (4.8)
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Figure 4.10: Comparison of the averaged peak amplitude of the scattering signals from
50 realizations (θi = 0o) between 2D FE and KA, when σ = λp/3, λ0 = 0.6λp.

This criterion can be applied to find σmax with a given λ0 or the λ0min with a given
σ:

σmax = (0.2λp × λ0)
1
2 and λ0min = σ2

0.2λp

(4.9)

In order to test the feasibility of the empirical criterion, numerical simulations with
a chosen value of roughness are performed. From Fig. 4.9, one may notice that
errors for all curves are larger than 1dB when σ = λp/3, which indicates that the
acceptable λ0 needs to be larger than λp/2. By substituting σ = λp/3 into Eq. (4.9),
λ0min is estimated to be roughly 0.6λp. A Monte Carlo simulation with 50 surfaces
is hence run for this specific σ and λ0 to compare the KA and the FE. The error
between the KA and the FE when θi = θs = 0o is 0.86dB, as observed from Fig. 4.10.
This error is just below the 1dB threshold, implying that when σ = λp/3, λ0min =
0.6λp, which is the same as the value predicted from Eq. (4.9). Hence the simple
empirical criterion proposed from observation can be applied to approximately es-
timate the region of validity of KA in terms of the surface roughness.

4.5.2 Scattering/incidence angle

At large scattering/incidence angles, it is well known that the KA is inaccurate to
model the scattered waves [4]. For instance as noticed from Fig. 4.6(a) to (e), the
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Figure 4.11: Effects of a modest incidence angle on the accuracy of KA in 2D. (a)
Comparison of the averaged scattering amplitude from 50 realizations (θi = 30o, −90o ≤
θs ≤ 90o) between 2D FE and KA when σ = λp/3, λ0 = λp/2. (b) Error of the averaged
peak amplitude between 2D FE and KA with respect to θi in the specular direction when
σ = λp/8, λp/6, λp/5, λp/4, λp/3, and λ0 = λp/2.

scattering amplitude calculated by the KA is several dB higher than that in the FE
results when the scattering angle θs > 70o. The explanation given in section 4.4.1
is that the KA cannot account for multiple scattering effects.

A practical NDE inspection often seeks for inspection angles not larger than 45o for
improved detectability. Hence in this section, attention is drawn alternatively on
the effect of modest incidence angles on the accuracy of the KA. This is equivalent
to the illumination of a surface inclined with some modest angle. Specifically, the
averaged scattering amplitude of the KA and the FE are compared, at incidence
angles from 0o to 30o with an interval of 5o.

The scattering patterns calculated using the KA and the FE are shown in Fig.
4.11(a) when θi = 30o for one roughness (σ = λp/3, λ0 = λp/2). An excellent agree-
ment is found with the scattering angle θs ranging from -65o to 65o, especially at the
specular angle. In contrast, with a normal incidence angle and the same roughness
the error is above 1dB as shown in Fig. 4.6(e). Hence a modest incidence angle
seems beneficial for the performance of the KA, for surfaces with a high roughness.
To further illustrate this point, Fig. 4.11(b) shows the errors between KA and FE
at the specular direction in terms of the incidence angle. The error decreases signif-
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icantly as the incidence angle increases when σ = λp/3; for other curves when σ <

λp/3, the error roughly remains the same, well within 1dB. The results for surfaces
with a correlation length of λp/2 are shown here but the trend is typical for all other
correlation lengths tested.

To explain the decay of the error, the ‘Rayleigh parameter’[4] is quoted here as it is
normally used to judge whether a surface is rough or relatively flat. The expression
of the Rayleigh parameter is given here:

Ra = kσ cos θi (4.10)

Physically, it represents the ensemble averaged relative phase difference of the waves
scattered from two random surface points observed in the specular direction. The
larger the value of Ra, the more destructively the two reflected waves interfere with
each other, and hence the surface appears more rough to the incident wave. For
example the two scattered waves will be completely cancelled if they have a phase
difference of 180o. According to Eq. (4.10), if the Rayleigh parameter Ra is fixed
then the RMS σ is inversely a measure of cos θi. It suggests that for a fixed Ra, with
a modest incidence angle the maximum value of σ can be relatively larger than that
when θi = 0o. Therefore the accuracy of KA can be improved if the incidence angle
is slightly oblique. Note that this finding cannot be applied in the same manner
when the incidence angle is large.

4.5.3 Dimension (2D or 3D model)

In 3D, similar criteria for the KA can be found using the same methodology as in
2D. The errors between the KA and the FE are shown in Fig. 4.12 as a function
of σ for different correlation lengths. Similar trends can be observed in the two
curves but the errors are relatively higher, compared with those in Fig. 4.9 for the
2D KA. According to σmax3D in Table 4.2, the unknown parameters in Eq. (4.5) can
be estimated for 3D KA. Specifically, the values of σmax for a given λ0 in 3D are
smaller than those in 2D as shown in Table 4.2; By using the least squares method,
the best fitted weighting factor remains at a ≈ 2, and the upper bound reduces to
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Figure 4.12: Error of the averaged scattering amplitude between 3D FE and KA (θi =
θs = 0o) with respect to σ when λ0 = λp/2 and λp/3.

c = 0.14λp. The criterion in 3D can therefore be expressed as:

σ2
max
λ0

≤ 0.14λp (4.11)

One may notice that the upper bound 0.14λp is smaller than the corresponding value
0.2λp in 2D, which highlights that the criterion for 3D KA is stricter than that in 2D.
The physical reason is given here by considering both the local and the global errors.

Locally the magnitude of the gradient of one surface point in 2D and 3D can be
expressed as

|∇h(x)|2D =
∣∣∣∣∂h

∂x

∣∣∣∣
2D

and, |∇h(x, y)|3D =
√∣∣∣∣∂h

∂x

∣∣∣∣2
3D

+
∣∣∣∣∂h

∂y

∣∣∣∣2
3D

. (4.12)

Obviously from the above equation, |∇h(x, y)|3D is larger than |∇h(x)|2D if it is
assumed that |∂h

∂x
|2D = |∂h

∂x
|3D, which is due to adding an additional term |∂h

∂y
|3D.

The conclusion is that the rate of change of height is faster for the 2D surface which
consequently appears more rough than the corresponding 1D surface.

In addition to the local effects, globally height variations in the y direction can con-
tribute to out-of-plane scattering besides the scattered waves inside the x-z plane.
More shadowing effects and multiple scattering would occur, which all lead to ad-
ditional errors for the 3D KA. As a result, restrictions on the validity of 3D KA are
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Figure 4.13: Effects of a modest incidence angle on the accuracy of KA in 3D. (a)
Comparison of the averaged scattering amplitude from 50 realizations (θi = 30o, −90o ≤
θs ≤ 90o) between 3D FE and KA when σ = λp/3, λ0 = λp/2. (b) Error of the averaged
peak amplitude between 3D FE and KA with respect to θi in the specular direction when
σ = λp/8, λp/6, λp/5, λp/4, λp/3, and λ0= λp/2.

made more severe than the 2D KA due to one more dimension of roughness.

If the incidence angle is slightly oblique at 30o as shown in Fig. 4.13(a), the FE
and the KA models show agreement of the scattering pattern, but only within a
very narrow angular range around the specular angle (30o to 50o). In contrast, the
acceptable region of the scattering angles in 2D with the same roughness is much
larger, ranging from -65o to 65o, as shown in Fig. 4.11(a). This rapidly reduced
angular range in 3D when σ = λp/3 is another important feature of the assessment
for the validity of 3D and 2D KA. It may be because in 3D there are more multiple
scattering and mode conversions than 2D. The scattered waves contributed from
these phenomena would spread to all scattering angles, reducing the accuracy of
the 3D KA at non-specular directions. On the other hand, the effect of a modest
incidence angle on the 3D KA is demonstrated in Fig. 4.13(b). All the curves repre-
senting different RMS show a decay of the error when increasing the incidence angle
θi. The errors are relatively higher than those shown in Fig. 4.11(b) for the 2D cases.
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4. Evaluation of the Elastodynamic Kirchhoff Approximation

4.6 Summary of findings

In this chapter, the numerical method developed in Chapter 3 is utilized to examine
the validity of the elastodynamic KA from random rough surfaces. The Kirchhoff
approximation is evaluated using 1D and 2D isotropic Gaussian surfaces with dif-
ferent roughnesses characterized by RMS σ and correlation length λ0. Monte Carlo
simulations of multiple realizations are run with a variety of incidence/scattering
angles, and the averaged peaks of scattering signals are used for comparison. The
conclusion is that, with a normal incidence angle θi = 0o, the KA is valid when σ2/λ0

≤ c, with -70o <θs <70o. In addition, a modest incidence angle within 30o can im-
prove the accuracy of the KA, especially when σ2/λ0 exceeds the upper bound c.
The above criteria are derived empirically for an estimation of the region of validity
of the KA.

The difference of the valid region for 2D and 3D KA, corresponding to using 1D and
2D surfaces has been particularly examined and it has been found that the criterion
for the 3D KA is stricter. First of all when θi = 0o, the upper bound c of σ2/λ0 in
2D is 0.20λp, and in 3D it reduced to 0.14λp. In other words, the acceptable range
of σ and λ0 in 3D is smaller than in 2D, which is the most important discrepancy
between the 2D and 3D KA. This is caused by the increased local RMS gradient, and
the global multiple reflections and shadowing effects as well. Furthermore, similar
to 2D, a modest incidence angle of less than 30o can also improve the accuracy of
the 3D KA. However, the acceptable angular range of the scattering angle is dra-
matically reduced, being only around the specular angle, compared with the same
situation in 2D.

These findings can be applied to judge when the use of the elastodynamic KA offers
a reasonable result, given a candidate rough surface. In particular it highlights the
importance to include 3D effects of the surface scattering, for practical purpose in
a real NDT inspection.
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Chapter 5

Elastodynamic Kirchhoff Theory

for the Diffuse Field

5.1 Introduction

The Kirchhoff approximation is used in this chapter to develop an elastodynamic
theory for predicting the diffuse field by randomly rough surfaces for the first time.
Analytical expressions are derived incorporating surface statistics to represent the
expected angular distribution of the diffuse intensity, which are then verified by
Monte Carlo simulations and experiments. In a particular application, the theory is
then utilized to analyze the effect of the roughness on the mode conversion and the
depolarization caused by 2D roughness.

Elastic wave scattering from a rough surface of finite dimensions with arbitrary
incidence/scattering angles is considered as shown in Fig. 5.1 and Fig. 5.2. The unit
incident and scattering vectors are denoted in 2D as:

k̂in = (sin θi, − cos θi)

k̂sc = (sin θs, cos θs)
(5.1)

and in 3D as:

k̂in = (− sin θiz cos θix, − sin θiz sin θix, − cos θiz)

k̂sc = (sin θsz cos θsx, sin θsz sin θsx, cos θsz)
(5.2)
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Figure 5.1: Sketch of a plane wave scattered from a 1D rough surface in a 2D model.
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Figure 5.2: Sketch of a plane wave scattered from a 2D rough surface in a 3D model.
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5. Elastodynamic Kirchhoff Theory for the Diffuse Field

How surface roughness changes the expected scattering intensity and its angular
distribution is a fundamental problem which remains open today. The application
varies from boundary scattering of phonons for thermal transport relevant for tera-
hertz elastic phonon devices [11, 63], ultrasound detection/imaging [2, 38] for NDE,
to seismic wave exploration at infrasonic frequencies [26]. All of these problems
share similar wave scattering theory mathematically (e. g. 2nd-order elastic wave
equation) although with different scales of the wavelength.

Early works led by Ogilvy [9] have investigated the coherent scattering intensity at
the specular angle:

Ic = Ifs exp(−gαβ), α, β = p, s (5.3)

in which Ifs is the response from a flat surface with the same dimension. In 2D
the decay factor gαβ = (kα + kβ)2 cos θ2

i σ2, where θi is the incidence angle and kα/β

represents the wavenumber for incident/scattered waves. Eq. (5.3) has resulted in
a single expression for the reduction of the coherent intensity due to the increase of
the surface RMS value σ. However, it is also known that this approach is very con-
servative for high roughness and non-specular angles [4, 9, 63], since the dominant
diffuse field is not included in the equation. In practice it would be desirable, and
valid, to obtain a value of the scattering that includes the contribution of the diffuse
field, because in a single realization in a real setup (e. g. a single NDE measurement)
it is not the coherent intensity that is measured but rather some addition of coher-
ent and diffuse parts; this we can think of as the expected value of the scattering
intensity [5]. Only a rough estimation of the elastodynamic diffuse intensity is given
[4] due to lack of knowledge for a full calculation.

More recently, sophisticated numerical techniques have been adopted to study elas-
tic waves scattered from randomly rough surfaces [5, 19, 23, 31, 64] with different
applications in NDE. In [5], the diffuse field has been calculated with FE simulations
using the Monte Carlo approach. However as is well known that numerical methods
are computationally expensive, and it is not straightforward to find the connection
between the surface statistics and the scattering field from purely numerical results.
Analytical methods provide alternative ways to obtain simple mathematical expres-
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5. Elastodynamic Kirchhoff Theory for the Diffuse Field

sions for a rapid calculation of the intensity. More importantly they enable a direct
incorporation of the statistical parameters of the surface into the formulae, so that
the intrinsic relation between the roughness and the diffuse intensity can be revealed.

For example, the perturbation approach [65, 66] and the Kirchhoff approximation
(KA) [8, 28, 67] have been extensively applied to study acoustic wave scattering.
However, very few theoretical studies can be found for diffuse elastic wave scat-
tering from randomly rough surfaces. One of the most recent works involves the
perturbation analysis of elastic phonon scattering from a rough surface in a solid
medium [11]. However, it is known that the perturbation approach is only valid
for weakly rough surfaces, for instance σ < λ/10 if only considering the first-order
approximation [66]. In the field of NDE and seismology, the typical RMS value has a
much larger range approximately from λ/20 to λ/3 [9, 10, 38] where a perturbation
method might not be reliable.

By contrast, the KA can handle scattering from surfaces with roughness up to
σ = λ/3 according to the evaluation work in the previous chapter. At such a high
roughness the scattering pattern is completely different from that for a weakly rough
surface. For instance, the diffuse field is dominant and the scattering energy is more
isotropically distributed. Such a theory using the Kirchhoff approximation can be
found for acoustic waves [28, 32], by applying the Beckmann slope approximation
derived from the integration by parts. But for decades the counterpart analytical
expression has not yet been found for elastic waves, mainly restricted by the mode
coupling at the rough boundary as mentioned by Ogilvy [4]. The local reflection
coefficient/amplitude varies with respect to the surface gradient for elastic waves,
so that one requires the two-point height-gradient average that are not generally
known [9]. However, it is expected that the elastodynamic scattering is fundamen-
tally different from that of acoustic waves mainly due to the mode conversion and
the polarization, which are unique for elastic waves and also heavily rely on the
roughness of the surface.

In this chapter, the problem is solved by deriving theoretical formulae to represent
the elastic wave diffuse intensity with the KA for different modes. In addition, high
frequency asymptotic solutions are found when the diffuse field is dominant. The
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5. Elastodynamic Kirchhoff Theory for the Diffuse Field

developed theory is numerically verified by comparison with Monte Carlo simula-
tions, and also validated via experiments using phased arrays. A systematic physical
analysis is provided for the effect of the roughness, elasticity on the mode conver-
sion and the scattering intensity. The out-of-plane depolarization induced by the
2D roughness is also investigated for the first time.

5.2 Elastodynamic Kirchhoff theory

5.2.1 Slope approximations for different wave modes

The elastodynamic Helmholtz integral formula to calculate the scattering displace-
ment with a stress-free boundary condition is [2]:

usc
k (R) =

∫
S

Σij;k(|R − r|)ui(r)nj(r)dS(r) (5.4)

where Σij;k is the stress Green’s tensor, ui is the ith component of the total displace-
ment at the boundary point r, nj is the jth component of the unit normal vector
surface pointing towards the observation point at R. With the first order far field
approximation that |R − r| ≈ R − R̂ · r, Eq. (5.4) can be simplified and converted
into the integral along the mean plane of the surface:

usc(R) = −ikβ
exp(ikβr)

4πr

∫
Sm

Uαβ exp(ikβφαβ)dSm, α, β = p, s (5.5)

where φαβ = Aαβx + Bαβy + Cαβh(x, y), and

Aαβ = kα

kβ

sinθizcosθix − sinθszcosθsx

Bαβ = −kα

kβ

sinθizsinθix − sinθszsinθsx

Cαβ = −
(

kα

kβ

cosθiz + cosθsz

) (5.6)

The term Uαβ represents the decomposed displacement for different wave modes
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Figure 5.3: Sketch of the ‘specular points’ for P-P and P-S modes.

and can be expressed as:

Uαp(r, k̂sc) =
[
(uα · N )

(
1 − 2γ2

)
+ 2γ2(uα · k̂sc)(N · k̂sc)

]
k̂sc

Uαs(r, k̂sc) = (N · k̂sc)uα + (uα · k̂sc)N − 2(uα · k̂sc)(N · k̂sc)k̂sc

(5.7)

Note that N is the unnormalized vector, which equals to (−∂h
∂x

, −∂h
∂y

, 1). The total
boundary displacement uα can be obtained from the Kirchhoff approximation using
Eq. (4.1) to Eq. (4.3) in Chapter 4.

By examining Eq. (4.1)—(4.3), and Eq. (5.7), it is immediately noticed that Uαβ is
a function involving the incidence/scattering angles and surface slopes, which rely
on the positions of the surface points. It is critical to remove the surface slopes from
the integration Eq. (5.5), to enable the analytical manipulation of the ensemble
averaging < usc

k ūsc
k >. However the Beckmann integration by parts used for acous-

tic waves cannot be applied for elastic waves due to the complicated form of Uαβ,
which restricted previous studies for further derivation of the ensemble averaging [4].

Here instead we apply a stationary phase approach to Eq. (5.5) to approximate Uαβ.
In this way, the first order derivative of the phase term φαβ with respect to x and y

are both set to be zero to locate the stationary points, and the following expressions
are obtained:

∂h

∂x
= −Aαβ

Cαβ

,
∂h

∂y
= −Bαβ

Cαβ

(5.8)
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Physically Eq. (5.8) indicates that the slope across the whole surface is approxi-
mated as a constant for given incidence/scattering angles and the ratio of the shear-
to-compressional wave speed. One may notice that the approximated slope actually
corresponds to those surface points, where the scattering direction is locally viewed
to be the same as the specular direction to the incidence angle with respect to the
local normal vector n. They are called the ‘specular points’ originated from the
optical Kirchhoff theory [68], and the elastodynamic ‘specular points’ are depicted
in Fig. 5.3 for both P-P and P-S modes. The P-P ‘specular points’ are located where
the scattering direction coincides with the P wave polarization vector ( k̂sc = dp ),
while the P-S ‘specular points’ are those where the scattering direction is perpen-
dicular to the S wave polarization vector ( k̂sc ⊥ ds ). The principal contribution
to the integral Eq. (5.5) is hence made at these ‘specular points’ corresponding to
the stationary points.

By substituting the slope approximation in Eq. (5.8) into Eq.(̇4.1)—(4.3), and Eq.
(5.7), the decomposed Uαβ at the ‘specular points’ can be obtained. For comparison
with the acoustic and electromagnetic waves [32], here it is assumed that Fαβ=
1/2Uαβ. By eliminating the dependence of surface gradient, Fαβ can now be removed
from the Kirchhoff integral, and Eq. (5.5) is simplified as:

usc(R) = −ikβ
exp(ikβr)

4πr
2Fαβ

∫
S

exp(ikβφαβ)dS (5.9)

where Fαβ is called the elastodynamic angular factor hereinafter, only depending on
the incidence/scattering angles and the modes. Note that Fαβ is a vector contain-
ing three components due to the polarization of the displacement. Now only terms
related with the surface height h are left inside the Kirchhoff integral, and hence the
ensemble averaging < usc

k ūsc
k > can be performed analytically.

5.2.2 Ensemble averaging

The mathematical derivation of the ensemble averaging for elastic waves follows the
acoustic case [4]. For simplicity the scattering intensity in this chapter is defined as
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the modulus of the displacement:

< Ii >=< usc
i ūsc

i >, i = x, y, z

< I >=
∑
x,y,z

< Ii >,
(5.10)

The expected scattering intensity in 3D can be expressed as:

< Ii,αβ > =
k2

β

(4πr)2 4F 2
i,αβ

∫
S

∫
S

eikβ [Aαβ(x0−x1)+Bαβ(y0−y1)]

× < eikβCαβ(h0−h1) > dx0dx1dy0dy1 (5.11)

By assuming that Δx = x0 − x1 and Δy = y0 − y1, Eq. (5.11) can be simplified via
a change of variables:

< Ii,αβ > =
k2

β

(4πr)2 4F 2
i,αβLxLy

∫ ∞

−∞

∫ ∞

−∞
eikβ(AαβΔx+BαβΔy)

× χ2(kβCαβ, −kβCαβ, Δx, Δy)dΔxdΔy (5.12)

where χ2(kβCαβ, −kβCαβ, Δx, Δy) = < exp[ikβCαβ(h0 − h1)] >, which is the two-
dimensional characteristic function as defined in Eq. (2.8). The dimension of the
surface is Lx×Ly. For a surface following a Gaussian distribution, χ2 has an ana-
lytical form:

χ2(kβCαβ, −kβCαβ, Δx, Δy) = exp(−gαβ[1 − C(Δx, Δy)]) (5.13)

Where gαβ = k2
βC2

αβσ2. There is no requirement for a specific form of the correlation
function C(Δx, Δy), except that physically it needs to satisfy the following criteria:
(1) C(0,0) = 1; and (2) C(Δx → ∞ or Δy → ∞) = 0. Eq. (5.13) can be expanded
as a Taylor series and substituted into Eq. (5.12) to obtain the following expression:

< Ii,αβ > =
k2

βF 2
i,αβe−gαβ

4π2r2 LxLyΣ∞
n=0

gn
αβ

n!

∫ ∞

−∞

∫ ∞

−∞
eikβ(AαβΔx+BαβΔy)

× Cn(Δx, Δy)dΔxdΔy (5.14)
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Substituting the Gaussian correlation function Eq. (2.9) into Eq. (5.14) yields a
separation of the total intensity into the coherent and the diffuse parts:

< Ii,αβ >= Ic
i,αβ + Id

i,αβ

Ic
i,αβ = Ifs

i,αβe−gαβ , coherent

Id
i,αβ =

k2
βF 2

i,αβλxλye−gαβ

4πr2 LxLyΣ∞
n=1

gn
αβ

n!n exp
[
−k2

β(A2
αβλ2

x + B2
αβλ2

y))
4n

]
diffuse

(5.15)

In 2D the coherent intensity has the same form as that in 3D, but the diffuse intensity
needs to be revised as:

< Id
i,αβ >=

kβF 2
i,αβλx

√
πe−gαβ

2πr
LxΣ∞

n=1
gn

αβ

n!
√

n
exp

[
−k2

βA2
αβλ2

x

4n

]
(5.16)

By examining Eq. (5.15) and Eq. (5.16), the mode coupling for the diffuse field is
embedded in the angular factor Fi,αβ, the decay factor gαβ, and the exponential term
inside the finite summation.

5.2.3 Asymptotic solutions

The diffuse field is dominant when the roughness or the frequency is high. By
passing the Kirchhoff integral to the high frequency limit that kβCαβ(h0 − h1) ≈
kβCαβ(∂h

∂x
Δx + ∂h

∂y
Δy) when k → ∞, the diffuse field can be approximated as:

< Ii,αβ > =
k2

βF 2
i,αβ

4π2r2 LxLy

∫ ∞

−∞

∫ ∞

−∞
< eikβ [(Aαβ+Cαβ

∂h
∂x

)Δx+(Bαβ+Cαβ
∂h
∂y

)Δy] > dΔxdΔy

=
k2

βF 2
i,αβ

4π2r2 LxLy × (2π)2

k2
βC2

αβ

< δ(∂h

∂x
+ Aαβ

Cαβ

,
∂h

∂y
+ Bαβ

Cαβ

) >

=
F 2

i,αβ

r2C2
αβ

LxLy

∫ ∞

−∞

∫ ∞

−∞
pg(γx, γy)dγxdγyδ(γx + Aαβ

Cαβ

, γy + Bαβ

Cαβ

)

=
F 2

i,αβ

r2C2
αβ

LxLy × pg(∂h

∂x
= −Aαβ

Cαβ

,
∂h

∂y
= −Bαβ

Cαβ

)

(5.17)
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In 2D, a similar equation can be expressed as:

< Ii,αβ >=
F 2

i,αβ

rCαβ

Lx × pg(∂h

∂x
= −Aαβ

Cαβ

) (5.18)

where pg is the distribution for the surface slopes shown in Eq. (2.13). As can be seen,
in the high frequency limit the scattering intensity is proportional to the angular
factor and the pdf of the surface slopes only at the ‘specular points’. Contributions
from ‘non-specular points’ vanish rapidly due to fast oscillation of the phase, and
hence have almost no effects on the Kirchhoff integral. The total intensity is equiv-
alent to the dominant diffuse intensity. In contrast, when the roughness is small a
low frequency approximation can be obtained from Eq. (5.15) in 3D or Eq. (5.16)
in 2D by only keeping the first few terms. The number of terms for the convergence
depends on both the RMS and the correlation length. Generally it is found that
keeping the first four terms is sufficient for the convergence when σ ≤ λp/8. Note
that the high frequency asymptotic solution does not require any restriction on the
pdf of the height or the height gradient.

5.3 Monte Carlo verification

5.3.1 Simulation parameters

In this section, Monte Carlo simulations are run using Gaussian surfaces from low
to high roughness to assess the accuracy of the developed elastodynamic theory. For
each realization of the surface profile, the Kirchhoff integral in Eq. (5.4) is evalu-
ated numerically without the stationary phase approximation, and the mean total
intensity is obtained as the sample averaging of intensities from 500 realizations of
surfaces for each roughness. A more accurate way is to apply a purely numerical
method described in Chapter 3 instead of the Kirchhoff model as a benchmark.
However, the validity of the Kirchhoff approximation has been carefully evaluated
by comparison with the numerical method in both 2D and 3D in Chapter 3. Hence
for the roughness values considered here (σ ≤ λp/3, λx ≥ λp/2), the choice of either
method would lead to the same conclusion since the KA is within the valid region.
The bulk medium is chosen to be Aluminium with Young’s modulus of 70GPa, den-
sity of 2700kg/m3 and Poisson’s ratio of 0.33. The S-to-P wave speed ratio γ is
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therefore approximately 0.5 with cp = 6198m/s, and cs = 3122m/s. The incident
wave on the surface is assumed to be a 4MHz monochromatic plane P wave, and
the corresponding wavelengths for P and S modes are 1.54mm and 0.77mm.

5.3.2 2D scattering pattern
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Figure 5.4: 2D scattering patterns obtained from the elastodynamic theory, Monte Carlo
simulations and high/low frequency solutions, with an oblique incidence angle of 30o. (a)
P-P mode, σ = λp/10, λx = λp/2. (b) P-P mode, σ = λp/3, λx = λp/2. (c) P-S mode,
σ = λp/10, λx = λp/2. (d) P-S mode, σ = λp/3, λx = λp/2.

In 2D the length of the 1D surface is 6mm (≈ 4λp) and the roughness parameters
are σ = λp/10 to λp/3, and λx = λ/2. A modest incidence angle θi of 30o is assumed
when the mode conversion is strong. Fig. 5.4 shows the comparison of the expected
scattering pattern for different modes predicted from the analytical Kirchhoff for-
mulae and the benchmark Monte Carlo simulations. The high frequency asymptotic
solution calculated from Eq. (5.18), and the low frequency approximation from Eq.
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(5.15) and (5.16) with the first four terms are both plotted as well. The low and
high frequency solutions actually correspond to low and high roughnesses, as the
roughness is defined in terms of the wavelength. The quantities for comparison are
< Iz,pp > for the P-P mode and < Ix,ps > for the P-S mode, defined in Eq. (5.10) as
the z- and x- components of the scattering intensity. The values of the intensities
have been normalized by the normal pulse echo response for the P-P mode from a
flat surface with the same dimension. As can be seen, the theoretical results show
excellent agreement with the numerical results from Monte Carlo simulations, and
the agreement is found from low (σ = λp/10) to high roughness (σ = λp/3). In
addition, the low and high frequency solutions are both very accurate as well.

It is noticeable that in Fig. 5.4(a), there is a sharp peak at the specular direction (θs

= 30o) for the P-P mode, contributed from the dominant coherent components. As
the roughness increases to σ = λp/3, a clear peak is observed around the backward
angle instead (θs = -30o) in Fig. 5.4(b). Note that the backscattering peak is not
as concentrated as the specular peak shown in Fig. 5.4(a) because it is formed by
the dominant diffuse field, whose energy is more widely distributed. Furthermore,
as noticed in Fig. 5.4(d), at high roughness the scattered S waves show a dipole-like
pattern, with the peak located around the specular angle and the valley at the back-
ward angle. A detailed physical analysis regarding the mode conversion is provided
in the last section of this chapter.

5.3.3 3D scattering pattern

The elastodynamic theory is also evaluated on 2D Gaussian surfaces in 3D with the
same bulk medium as the 2D models. The surface has a dimension of 6×6 mm2 (≈
4λp × λp), with σ = λp/10 to λp/4, and λx = λy = λp/2. The incident P wave is
within the x-z plane with a fixed incidence angle of 30o (θix = 180o, θiz = 30o). By
changing θsx from 0o to 360o and θsz from 0o to 60o, the entire 3D scattering pattern
can be obtained.

Fig. 5.5 and 5.6 show the comparison of the scattering patterns between the elasto-
dynamic theory (first row), and the sample mean from the Monte Carlo simulations
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Figure 5.5: 3D scattering patterns obtained from the elastodynamic theory and the
Monte Carlo simulations when σ = λp/10 and λx = λy = λp/2, with a modest incidence
angle (θiz = 30o, θix = 180o). (a) P-P mode. (b) P-SV mode. (c) P-SH mode. (Plots
in the first row represent the ensemble average from the theory; Plots in the second row
represent the sample average from Monte Carlo simulations)

(second row) for different wave modes, from low to high roughness. The scattering
patterns are plotted as a function of the unit scattering vectors k̂sx and k̂sy. It is
equivalent to an angular projection of the scattering field into the x-y plane viewed
from the z direction. The pixels represent the value of the scattering intensity, which
are again normalized by that of a normal pulse echo response with the P-P mode
from a flat 3D surface of the same dimension. Three intensities are shown here,
with < Iz,p−p >, < Ix,p−sv > and < Iy,p−sh > plotted for P-P, P-SV and P-SH mode,
respectively. Good agreement between the theory and the Monte Carlo simulations
can be seen for all modes from low to high roughness.

The coherent peaks can be found around the specular directions for both P-P and
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Figure 5.6: 3D scattering pattern obtained from the elastic theory and the Monte Carlo
simulations when σ = λp/4 and λx = λy = λp/2, with a modest incidence angle (θiz =
30o, θix = 180o). (a) P-P mode. (b) P-SV mode. (c) P-SH mode. (Plots in the first row
represent the ensemble average from the theory; Plots in the second row represent the
sample average from Monte Carlo simulations)

P-SV modes in Fig. 5.5(a) and (b). When the roughness increases, a more widely
spread peak towards the backscattering angle is seen for the P-P mode in Fig. 5.6(a),
due to the diffuse field and the mode conversion similar with the 2D plots shown in
Fig. 5.4. Furthermore, the scattering pattern for the SH mode is symmetric about
the plane of the incidence for both low and high roughness as noticed in Fig. 5.5(c)
and Fig. 5.6(c), which is mainly due to the isotropic nature of the surface.
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Figure 5.7: Experimental setup. (a) Illustration of the experimental methodology. (b)
Picture of the sample (Length: 260mm; Width: 80mm; Height: 60mm).

5.4 Experimental validation

5.4.1 Experiment setup

To yet further validate the elastodynamic theory an experiment with two ultrasonic
phased arrays is performed, which is illustrated in Fig. 5.7(a). The rough surface
is manufactured on the bottom of an Aluminum block (260×80×60mm3), and it
is corrugated so that the height remains invariant in the y- direction shown in Fig.
5.7(b). The surface is made by a CNC (computer numerical control) milling machine
using a drilling cutter, and follows a profile generated by a Gaussian distribution
of heights. Two 2D linear phased arrays both with 32 elements are placed tightly
together on the top flat surface of the sample. The parameters of the phased array
are given in Table 5.1. In practice, elements numbered from 7 to 14 of array A are
fired to produce the P wave beam with an incidence angle of 30o using a time delay
law. And in total all the 64 elements are used for receiving the scattered waves,
corresponding to different scattering angles. The input signal is assumed to be a
five-cycle tone burst with a centre frequency of 2MHz, and hence the P wavelength is
3.1mm. The RMS and the correlation length of the corrugated surface are 0.75mm
(λp/4) and 1.54mm (λp/2) respectively. Note that the minimum dimension of the
drilling cutter is 2mm, which might somewhat reduce the accuracy of the manufac-
tured shapes of some ‘peaks’ and ‘valleys’ of the surface. However, this would not
affect the main conclusion which will be shown later.
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Parameters of the ultrasonic phased array
Number of elements per array 32

Element width 20mm
Inter element pitch 1.6mm
Inter element space 0.25mm
Centre frequency 2MHz
Bandwidth(−6dB) 1.3MHz

Table 5.1: Parameters of the ultrasonic phased array

To acquire multiple realizations of the illuminated surfaces, the phased arrays are
moved, or scanned across the top flat surface with a spatial interval of 8mm. In
this manner, scattering from 16 different surfaces with the same statistics can be
obtained, and the displacements (uz) are recorded in each scan. By transferring
the received signals into the frequency domain and extracting the amplitude at the
centre frequency, the scattering amplitude and hence the intensity can be obtained
for each realization/scan. The expected value of the scattering intensity is approxi-
mated by an arithmetic average from all scans.

5.4.2 Numerical simulation of the experiment

The experiment is first numerically simulated using a full FE model with Abaqus.
The purpose of the numerical simulation is to test the feasibility of the experimen-
tal methodology and gain more confidence before conducting the real experiment.
The FE simulation is performed in 2D as the surface height is invariant in the y-
direction. Fig. 5.8 shows the animation for waves scattered from the sample surface
for one scan. The FE model has a dimension of 259×66mm2 (≈ 168λp × 43λp), in-
cluding the absorbing region with a thickness of 4.5mm (≈ 3λp) [47]. According to
the parameters of the phased array, the lengths of the source line and the receiving
line are 12.75mm (≈ 8λp) and 113mm (≈ 73λp), respectively. The scanning with
phased arrays is simulated by selecting different nodes representing the source and
the receiving line. After running multiple FE simulations, the scattered P waves
can be simply separated from the S waves from the received waveforms using a time
window. As can be seen in Fig. 5.7(a), the propagation distances r of the scattered
waves from the illuminated surface to array elements vary, corresponding to different
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Figure 5.8: Snapshot of animation showing the waves scattered from the sample corru-
gated rough surface.

-60 -40 -20 0 20 40 60
0

0.2

0.4

0.6

0.8

1

1.2

1.4

scattering angle (degrees)

In
te

ns
ity

 (z
)

 

 

Theory
FE raw
FE fit

P-P 

θi = 30° 
σ = λp/4 

Specular 

Figure 5.9: Comparison of the scattering pattern between the theory and the simulation
(The FE fit curve is obtained from a 3rd-order polynomial fit of the FE raw data).

spatial decay factors 1/
√

r in 2D. To account for this spatial attenuation, the ob-
tained scattering intensity at each angle needs to be normalized by a factor of cos θs.

The sample averaged scattering intensity from 16 scans using the FE simulation
is plotted in Fig. 5.9, in comparison with that predicted from the elastodynamic
theory. As can be found, the FE results match the shape of the theoretical curve.
A peak can be seen when the scattering angle is around -20o due to the dominant
diffuse field at such a high roughness. The variations of the FE raw data are caused
by the limited number of realizations used for averaging in the simulation. The vari-
ation or the spread of the intensity can be predicted from Monte Carlo simulations
with the same number of surface realizations using the Kirchhoff model. However,
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a best fit of the simulated FE raw data using a polynomial up to the 3rd-order can
give a smooth curve, which shows very good agreement with the theoretical curve.

5.4.3 Experimental results

Scanning direction 

A B 

Rough surface 

Figure 5.10: Picture of the experiment with two phased arrays
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Figure 5.11: Comparison of the scattering pattern between the theory and the ex-
periment (The experimental fit curve is obtained from a 3rd-order polynomial fit of the
experimental raw data).

After the numerical simulation, the experiment using two phased arrays (Imasonic,
Besancon, France) is performed, shown in Fig. 5.10, in the same scanning manner
as the FE simulation. Apart from the spatial attenuation factor cos θs, in a real ex-
periment the measured scattering intensity at each angle needs to be further scaled
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by a directivity factor [69]. The averaged scattering pattern, denoted as the experi-
ment raw data, from multiple scans, is shown in Fig. 5.11 along with the theoretical
curve. As can be seen the experimental raw data follows the shape of the theoret-
ical solution, although large variations can be seen. A best fit using the 3rd-order
polynomial is applied on the measured data to compensate for the limited number
of scans, and a very good match can now be found between the theory and the
experiment.

Note that the theoretical formulae are derived from the assumption of an ideal plane
wave scattering in the far field. To avoid the difference caused by a finite beam in the
simulation and the experiment, the scattering intensity is normalized by the peak of
the fitted data. A more rigorous comparison needs to incorporate the beam model
into Eq. (5.15) and (5.16) to revise the theoretical formulae to represent the expected
intensity, but this is not pursued here. However, the agreement of the shape of the
patterns is clearly demonstrated in Fig. 5.9 and 5.11 between the experiment, FE
simulation and the theory.

5.5 Physical discussion on the mode conversion

5.5.1 P-P mode

In this section, the developed theory is utilized to analyze the effect of roughness
on the elastic wave scattering intensity, with focus on the mode conversion. The
P-P scattering patterns of < Ipp > with different S-to-P wave speed ratio γ when
σ = λp/3 are shown in Fig. 5.12(a), along with the acoustic intensity when no mode
conversion occurs. The intensity plotted here is the sum of its components in both
x- and z- directions. The backscattering intensity is much larger than the spec-
ular intensity at such a high roughness, when the diffuse field is dominant. The
elastic and the acoustic intensities coincide at the backscattering angle, and start
to diverge as the scattering angle is away from the backward direction due to the
mode conversion. The specular intensity is decaying quickly as γ increases, which
results in a clearer peak around the backward angle for the elastic wave. The peak
would become more pronounced if plotting only the z- directional scattering inten-
sity < Iz,pp > as shown in Fig. 5.4(b), which is the actual quantity that is measured
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Figure 5.12: Scattering intensity for the P-P mode with an oblique incidence angle of
30o. (a) Scattering patterns when σ = λp/3. (b) Backward-to-specular intensity ratio for
the P-P mode as a function of σ. (The dashed lines denote the high frequency asymptotic
solutions.)

in a real inspection. In contrast, the acoustic intensity has no peak since it is almost
isotropically distributed. Hence the appearance of the backscattering peak is caused
by both the diffuse field and the elasticity, which includes the mode conversion and
the displacement polarization.

In Fig. 5.12(b) the backward-to-specular intensity ratio for the P-P mode is shown
as a function of the RMS value of the surface roughness. The dashed line denotes
the high frequency asymptotic solutions from Eq. (5.18). Apparently the ratio is
increasing quickly as the surface appears to be more rough, and it is also relatively
larger when the S-to-P wave speed ratio increases. By setting θs = −θi or θs = θi

in Eq. (5.18), the 2D backward/specular intensity and the relative ratio with a high
roughness can be expressed as:

< Ipp(θs = −θi) >= Lx

2
√

2π cos3 θir
· 1

σg

exp[−tan2 θi

2σ2
g

], Backward intensity

< Ipp(θs = θi) >=
LxF 2

pp(θs = θi)
2
√

2π cos θir
· 1

σg

, Specular intensity

< Ipp(θs = −θi) >

< Ipp(θs = θi) >
=

exp[− tan2 θi

2σ2
g

]
cos2 θiF 2

pp(θs = θi)

(5.19)

Recall that the RMS gradient σg =
√

2σ/λx in 2D, and in the high frequency limit
the intensity should be only related to the surface gradient as shown in Eq. (5.18).
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Clearly the backward intensity is only a function of roughness and it has the same
value as the acoustic case. This is not surprising since for any stress-free flaw in
an isotropic elastic solid the Kirchhoff approximation for the pulse-echo far-field
scattering amplitude is identical to the Kirchhoff approximation for the scalar scat-
tering amplitude of a void in a fluid [70]. Hence the specific observation of the lines
meeting at the backward angle in Fig. 5.12(a) can be generalized to other values
of roughness. However, the specular intensity does not only rely on the roughness
σg, but also on the mode conversion through Fpp(θi = θs), as part of the incident P
waves are converted to S waves. Note that for the P-P mode the effects from the
mode conversion and the roughness are decoupled. Specifically, the mode conversion
is only included in the angular factor Fpp(θs = θi), and the effect of the roughness is
shown in σg. Furthermore, From Eq. (5.19) it is easy to find that the backward-to-
specular intensity ratio increases as the roughness increases, as shown in Fig. 5.12(b).

It might be interesting to calculate the roughness value when the backward and the
specular intensity are equivalent, marked as the intersection points in Fig. 5.12(b).
To estimate the corresponding σ, one may use the full solution Eq. (5.15) and let
the backward and the specular intensity be equal, by keeping the first four terms.
The resulting equation has only one unknown variable σ, which then can be solved
numerically. For example, in this way the RMS value σ when γ = 0.5 is calculated
approximately as 0.17λp.

5.5.2 P-S mode

To further illustrate the effects of the roughness and the elasticity on mode converted
S waves, Fig. 5.13(a) shows the dipole-like scattering patterns for the P-S mode with
different S-to-P wave speed ratio when σ = λp/3. As can be seen at the backward
direction the S wave intensity vanishes as expected, and it reaches a peak around the
specular angle, indicating a strong mode conversion effect. It needs to be mentioned
that in [64] the valid region of the Kirchhoff approximation was established only for
the P-P mode. Hence for the roughness shown here (σ = λp/3 = λs/1.5), we cannot
be as confident about the accuracy of the scattering intensity for the P-S mode as
for the P-P mode, since the scattered S wave shows a shorter wavelength. However,
the trend of the scattering pattern for the P-S mode should remain the same as the
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roughness is not extremely high.
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Figure 5.13: Mode converted S waves with an oblique incidence angle of 30o. (a) Scat-
tering patterns for the P-S mode when σ = λp/3. (b) Coherent and diffuse intensities
for P-P and P-S modes in the specular direction. (c) Specular S-to-P intensity ratio as a
function of σ The dashed lines in (b) represent both the low and high frequency solutions,
and the dashed lines in (c) are the high frequency solutions).

In Fig. 5.13(b) the coherent and the diffuse intensity in the specular direction
(θs = 30o) are plotted separately for both P-P and P-S modes. Again the dashed
lines represent the low frequency approximation by keeping the first four terms in
Eq. (5.16) and the high frequency asymptotic solution, which connect well around
σ = λp/8 to give the intensity covering the entire frequency range. Apparently the
diffuse intensity for the mode converted S waves is much larger than for the P waves,
which implies a significant energy leakage from the incident P to scattered S waves.

To quantify the mode conversion effect, the Specular S-to-P intensity ratio is shown
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in Fig. 5.13(c) with respect to the RMS value σ. It can be seen that the mode
conversion effect increases when the surface becomes more rough in the specular
angle, and levels off approximately after σ = λp/4. By using Eq. (5.18), the high
frequency asymptotic solution for the P-S mode scattering intensity at the specular
angle can be expressed as:

< Ips(θs = θi) >=
F 2

psLx

(γ + 1)
√

2π cos θirσg

exp
[
−(γ − 1

γ + 1)2 tan2 θi

2σ2
g

]
(5.20)

In Eq. (5.20), for the P-S mode the effects of the roughness and the mode conversion
are no longer decoupled, which is different from the P-P mode case shown in Eq.
(5.19). The Specular S-to-P intensity ratio can hence be expressed as:

< Ips(θs = θi) >

< Ipp(θs = θi) >
=

F 2
ps

F 2
pp

2
γ + 1 exp

[
−(γ − 1

γ + 1)2 tan θ2
i

2σ2
g

]
(5.21)

When pushing Eq. (5.21) to the extreme high frequency limit by assuming that
σg → ∞, Eq. (5.21) can be simplified as:

< Ips(θs = θi) >

< Ipp(θs = θi) >
=

F 2
ps

F 2
pp

2
γ + 1 (5.22)

which only depends on the incidence angle and the S-to-P wave speed ratio. Using
Eq. (5.22), the value of the plateau in the high frequency for the S-to-P intensity
ratio can be predicted. For instance, by substituting γ = 0.50 and 0.65 into Eq.
(5.22), the S-to-P intensity ratio is calculated as 2.91 and 7.93 as marked in Fig.
5.11(c), showing very good agreement with the curves.

In addition, from Fig. 5.13(b) a noticeable peak is seen at an intermediate roughness
(σ ≈ λp/8) for both diffuse P-P and P-S intensity, and for the P-P mode it almost
coincides with the intersection point when the coherent and the diffuse intensities
are equivalent, as marked by the red cross in the plot. Small roughness (σ ≤ λp/8)
causes the appearance of the diffuse field, which then starts to be attenuated by
increased roughness after σ is larger than some intermediate value σmed. Hence σmed

is some measure of the roughness of the surface, indicating whether the roughness
constructively or destructively affects the diffuse intensity. According to Eq. (5.16),
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the value of σmed can be found by letting ∂Id
pp

∂σ
= 0 and solving the resulting equation:

∞∑
n=1

(n − g)gn−1

n!
√

n
= 0 (5.23)

Where g = 4k2
pσ2cos2θi. By keeping the first four terms of Eq. (5.16), the value of

σ is found as λp/7.5.

To better understand the intermediate RMS value around λp/7.5, the Rayleigh pa-
rameter is quoted here [4]:

Ra = kpσ cos θi (5.24)

It represents the averaged relative phase difference of scattered waves from two sur-
face points in the specular direction. The Rayleigh criterion states that if Ra ≤ π/4,
then the surface is ‘smooth’, otherwise it is ‘rough’. By substituting θi =30o into
Eq. (5.24), the critical σ can be calculated as λp/7, which is almost the same as
the value solved from Eq. (5.23) corresponding to the peak of the diffuse intensity.
Therefore the critical RMS from the conventional Rayleigh criterion agrees with the
RMS for the peak point of the diffuse intensity, and also the intersection point of
the coherent and the diffuse intensity.

5.5.3 2D roughness induced SH mode and depolarization

For an elastic wave scattered from a flat surface or a corrugated surface infinitely
long in the y- direction, the displacement polarization is within the x-z plane, often
called the in-plane motion. If the surface is rough as a function of both x and y,
the in-plane waves are coupled with the scattered shear horizontal (SH) waves in
the y- direction. The ‘depolarization’ occurs, as the displacement is now composed
of both in-plane (x-z plane) and out-of-plane (y- direction) motions induced by the
roughness in the y-axis.

In this section, a study is performed to analyze the depolarization effect for the SH
mode using the developed formulae. The incidence angles of P waves are still fixed
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Figure 5.14: (a) Scattering intensity < Iy,ps > as a function of σ for different correlation
lengths in the y- direction. (b) Sketch of the S wave specular point to illustrate the
polarization in 3D.

as θix = 180o and θiz = 30o. Specifically, the quantity Iy,ps which is the intensity in
the y- direction, is investigated since it is the main feature of the depolarization. As
noticed in Eq. (5.15) the coherent component of Iy,ps is proportional to that from a
flat surface. Hence the coherent field in the y- direction is zero, as when Ly → ∞ no
motion in the y- dimension is induced for a flat surface. Therefore the depolarization
effect for a surface infinitely long in the y- dimension is purely contributed from the
diffuse field.

The scattering patterns of the SH mode from low to high roughness are shown in
Fig. 5.5(c) and Fig. 5.6(c), respectively. The increased roughness causes a con-
siderable shift of two symmetric peaks from θsx = 90o, |θsz| = 25o roughly to
θsx = 115o, |θsz| = 50o. Fig. 5.14 shows Iy,ps as a function of the RMS value when
θsx = 90o, |θsz| = 45o, with different out-of-plane correlation lengths λy. As λy

increases the SH mode intensity decays quickly, and the decay is more prominent
when λy reaches one wavelength. It is because in this manner the surface is becom-
ing smoother in the y- direction. As can be imagined in the extreme situation when
λy → ∞, the SH mode intensity would vanish since no depolarization takes place.

To quantify how the SV motion converts to the SH motion when the roughness in
the y- direction is imposed, a depolarization factor is defined here for the scattered
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Figure 5.15: Depolarization pattern in terms of k̂x and k̂y when θix = 180o, θiz = 30o.
(a) Diffuse intensity. (b) Total intensity when σ = λp/30 ≈ λs/15.

S waves, as the ratio between the y- directional intensity and the sum of all the
components of intensities:

Q = Iy,ps/Ips (5.25)

As we know the depolarization is purely due to the diffuse field when the surface
is infinitely long in the y- direction within the Kirchhoff approximation. According
to Eq. (5.15), for the diffuse field the finite sum of the exponential terms can be
cancelled when dividing Id

y,ps by Id
ps in Eq. (5.25). Only the angular factors are left

and the depolarization factor for the diffuse intensity in Eq. (5.25) can be simplified
as:

Q = F 2
y,ps/F 2

ps (5.26)

Eq. (5.26) indicates that the depolarization factor for the diffuse field does not rely
on the roughness, and it is only a function of the incidence/scattering angle and the
S-to-P wave speed ratio. In fact, according to the slope approximation, the scattered
waves are mainly contributed from the ‘specular points’, especially for the diffuse
field. Hence, the polarization vectors for the scattered waves physically should be
the same as those from ‘specular points’ for the S mode as shown in Fig. 5.14(b).
As a result, the depolarization factor determined by the polarization vector is also
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the same as that from the ‘specular points’, and hence for the diffuse field it is in-
dependent of the actual value of the roughness. Fig. 5.15(a) shows the diffuse wave
depolarization factor as a function of the scattering angles in 3D, with a 30o oblique
incident wave within the x-z plane.

The angular distribution of the depolarization factor for the diffuse field can be
described by Fig. 5.15(a), However, in reality the surface has a finite dimension in
the y- direction, so that the coherence effect needs to be included since the coherent
intensity in the y- direction is no longer zero. The depolarization factor would be a
function of the roughness, which is shown in Fig. 5.15(b) for slightly rough surfaces
when σ = λp/30 ≈ λs/15. As can be seen the pattern in Fig. 5.15(b) is not the same
as that in Fig. 5.15(a), as some coherence effects are included. Note that when the
roughness is high, the diffuse field is dominant and the coherent field is negligible.
The depolarization pattern follows Fig. 5.15(a), which is independent of the actual
roughness. In contrast when the roughness is small the coherent field increases and
it affects the depolarization. Although the two patterns in Fig. 5.15(a) and (b) are
not the same, they roughly remain the similar shape.

5.6 Summary

In this chapter, an elastodynamic theory to predict the expected scattering inten-
sity, especially the diffuse field from randomly rough surfaces, is presented. Slope
approximations are applied assuming ’specular points’ for different modes, which en-
ables the analytical manipulation of the ensemble averaging of the diffuse intensity
as well as the high frequency asymptotic solution. The theory is verified by compar-
ison with the numerical Monte Carlo simulations and experiment, within the valid
region of the Kirchhoff assumption. In particular, the effects of the roughness on
the mode conversion, and consequently on the scattering intensity, are discussed.
It is found that a considerable proportion of the incident P waves are converted to
scattered S waves, and this effect is very strong around the specular direction. The
mode conversion effect increases as the surface appears to be more rough, which
results in unique scattering patterns for different modes. For instance, a remarkable
peak around the backward angle can be seen for the P-P mode for surfaces with a
high roughness. In addition, the 2D roughness-induced out-of-plane SH mode and
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the depolarization is quantitatively analyzed. It is found that the amplitude of the
out-of-plane intensity depends on the roughness, and is very sensitive to the out-
of-plane correlation length. However, the depolarization factor for the diffuse field
remains a constant with respect to the roughness. The coherent field affects this
factor for surfaces of finite dimensions, although it does not change the main shape
of the depolarization pattern.
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Chapter 6

Conclusions

6.1 Thesis Review

In this thesis a systematic study of the elastic wave scattering from randomly rough
surfaces was performed, in order to acquire fundamental understanding of the sur-
face scattering mechanisms, and develop and assess modelling capabilities, with
the ultimate motivation of improving the detectability of rough defects for NDE.
Chapter 1 introduced the basic background, and the motivations for both industrial
applications and wave physics. Chapter 2 provided statistical knowledge of rough
surfaces for the use of later chapters. The main novel contributions of this study
were conducted in three subsequent parts in a logical sequence: (a) the numerical
method developed in Chapter 3, (b) the validity of the elastodynamic Kirchhoff
approximation in Chapter 4, and (c) theoretical solutions for the diffuse field in
Chapter 5.

In Chapter 3, a detailed literature review was given to cover numerical methods
which have been used to calculate surface scattering problems. The basic hybrid
idea to link the local computational model and the global analytical approach was
introduced, based on which a new method was developed with improved efficiency.
The approach combines the explicit FE formulation and the boundary integral in
the time domain to compute the scattered waves in both near and far fields, and is
verified by different numerical examples.

Chapter 4 examined the validity of the elastodynamic Kirchhoff approximation for
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calculating scattering from randomly rough surfaces. Monte Carlo simulations were
run on Gaussian surfaces, using both the Kirchhoff model and the benchmark nu-
merical method developed in Chapter 3. Comparisons were made regarding the
averaged scattering amplitude from multiple realizations, and different empirical
rules in 2D and 3D were generalized to judge when the use of KA is reliable given
a candidate rough defect.

Chapter 5 developed a theory for predicting the expected intensity for elastic wave
scattering according to the statistical model of the surface. The Kirchhoff approx-
imation that has been carefully evaluated in Chapter 4 was applied to derive the
analytical solutions for both the diffuse and the coherent intensity. Both Monte
Carlo simulations and experiments were performed, and the results agree well with
those predicted by the developed theory. In addition, the analytical solutions were
applied to theoretically investigate the effect of the roughness on mode conversions,
including the depolarization caused by the 2D roughness.

6.2 Summary of Findings

6.2.1 Extension of the hybrid method

Analytical solutions are only capable of solving scattering problems for defects with
regular geometries. For scattering from randomly rough surfaces, different numeri-
cal methods can be implemented, among which the hybrid method is very promising
since it combines the advantages of both FE and BI. In the time domain, a generic
hybrid approach for the application in NDE has been developed [22].

In our work, the existing capability of the time-domain hybrid method has been ex-
tended, and the new approach is feasible for modelling the rough surface scattering.
In particular, the excitation nodes for the local FE model and the monitoring nodes
for the boundary integral are now located on the surface of the scatterer. Hence the
size of the FE domain can be further reduced, and the computational effort for the
boundary integral is also minimized. The boundary integral is calculated using the
surface displacement and traction instead of the wave potential used in the previous
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hybrid model, and it is accurate in both near and far fields. The previous hybrid
scheme for integration is programmed in the frequency domain, so that a loop of
FFT and inverse FFT is needed to recover the scattering waveform. In contrast,
the boundary integral in Chapter 3 is numerically represented as a superposition of
retarded time traces. As a result, it avoids the need of FFT and improves the effi-
ciency especially for a wide band signal. In addition, the new approach has shown
good accuracy for simulations with rough surfaces in a half space, and also scatterers
with non stress-free boundary conditions. It significantly extends the modelling ca-
pability of the previous hybrid method to include more complex inspection scenarios.

6.2.2 Evaluation of the elastodynamic Kirchhoff approxima-

tion

The Kirchhoff approximation has been widely applied by many people for a quick
calculation of the scattering from randomly rough surfaces, and it is particularly
suitable for Monte Carlo simulations. However, the KA is based on the tangential
plane assumption and it neglects multiple scattering, shadowing effects and surface
waves. Hence the validity of KA needs to be established before the implementation.
There have been some evaluation works for acoustic and electromagnetic waves, but
very few studies can be found related to elastic waves. Besides, all previous works
with different waves have been limited in 2D models.

In Chapter 4, the elastodynamic Kirchhoff approximation has been examined in
both 2D and 3D by comparison with a benchmark numerical method described in
Chapter 3 in the time domain. Monte Carlo simulations have been performed using
multiple realizations of Gaussian surfaces with different roughnesses, and the sample
averaged amplitude of the scattering signals is used for comparison . Rules for the
validity of the KA in terms of the roughness have been found, which can serve as
empirical guides for use in industry. Particularly, the corresponding rules for the
validity in 3D have been shown to be stricter than those in 2D, and the discrepancy
is caused by the increased local and global errors, due to the variation of height in
one additional direction. The study has highlighted the importance of taking 3D
effects into consideration when modelling the rough surface scattering using the KA,
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as all realistic rough defects are expected to be 3D. In addition, simulations with
slightly oblique incident angles have been run, concluding that a modest incident
angle can improve the performance of the KA compared with the normal incident
case, as the surface in this view appears to be relatively ‘less rough’.

6.2.3 Development of the elastodynamic Kirchhoff theory

The expected scattering intensity can be obtained by a sample average from suffi-
cient surface realizations, via the Monte Carlo approach with either the numerical
method shown in Chapter 3 or the Kirchhoff model. However, it is difficult to gener-
alize the physical relation linking the surface statistics and the expected scattering
field. In this sense the theoretical solutions are preferred as they are explicit ex-
pressions, from which the effect of roughness on the expected intensity can be easily
revealed. The theory for the coherent intensity can be found for elastic waves but
not for the more complicated diffuse intensity.

In Chapter 5, an elastodynamic theory has been developed for predicting both the
diffuse and the coherent intensity from randomly rough surfaces. The derivation
is based on the Kirchhoff approximation whose region of validity has been known
from the studies in Chapter 4. The theory of ‘specular points’ has been adopted
from the community of optics to approximate the slope terms inside the boundary
integral, enabling further analytical manipulations of the ensemble averaging for
the diffuse intensity. Furthermore, a high frequency asymptotic solution has been
derived which is proportional to the distribution of the surface slopes. Monte Carlo
simulations have been run to approximate the expected intensity from the sample
average, which has shown excellent agreement with the theoretical results and also
with the asymptotic solutions. Experiments have also been undertaken by using
two phased arrays with a corrugated surface sample. The expected intensity is ap-
proximated as an average of measured scattering intensities by scanning different
sections of the surface. Good agreement between the theory and the experimental
data has been found by comparing the scattering patterns.

The theory has been applied to analytically investigate the impact of the roughness
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and elasticity on the mode conversion. Significant amounts of incident energy have
been found to be leaked to mode converted scattered waves, and the leakage be-
comes more severe when the scattering angle is away from the backward direction.
As a consequence, the scattering patterns for different incident/scattering modes
are greatly affected by the roughness. For instance, it has been observed that a
peak appears around the backward angle with a high roughness for the P-P mode,
caused by both the increased diffuse field and the elasticity of the material. The
S-to-P intensity ratio in the specular direction has been shown to increase as the
surface appears to be more rough, and level off after some high roughness when
the diffuse field dominates. In addition, the 2D roughness-caused depolarization for
elastic waves has also been studied by examining the out-of-plane intensity of the
SH mode. It was found that the intensity of the SH mode highly relies on the rough-
ness, and is very sensitive to the out-of-plane correlation length. In contrast, the
depolarization factor describing to what extent the SH polarization deviates from
the SV polarization, has been found to be almost unchanged for the diffuse field
regardless of the roughness.

6.3 Future works

6.3.1 Computational method and its application

As mentioned in Chapter 3, the Perfect Matched Layer (PML) is known to be the
most efficient method to absorb waves at the exterior of a model when simulating
scattering in an unbounded domain. However although established for use with elas-
tic waves in the frequency domain, it has not been successfully incorporated with
the 2nd-order explicit scheme for the elastodynamic problems in a time-domain FE
simulation. Hence it would be useful to find a way of implementing the PML since
it can greatly reduce the size of the local FE domain compared with the existing
techniques of absorbing layers.

The FE-BI approach can be very useful with applications on sizing and imaging al-
gorithms requiring time-domain signals. One of the potential applications for NDE
is modelling the tip diffraction from rough defects, based on which one may investi-
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Backwall 

Tip diffraction Backwall 
reflection 

Figure 6.1: Illustration of the waves scattered from a branched crack growing from a
backwall.

gate the effects of roughness on the time-of-flight sizing algorithm. As can be seen in
Fig. 1.2 the tip diffraction is mixed with the randomly reflected signals from different
parts of the rough surface, and hence it is challenging to size the length of the defect
according to the time difference of the two tip signals. A possible solution is to
use a shorter incident pulse to separate the tip signals from the waveform. Another
way worth trying is to transfer the scattering signal into the frequency domain, and
extract some coherent feature to enhance the amplitude of the tip signals. A similar
application can be carried out for imaging branched smooth/rough cracks, when
the scattering signals are polluted with reflections from the smooth/rough backwall
as shown in Fig. 6.1. The FE-BI approach would be useful to study the scattering
behavior, and hopefully help the development of a more accurate imaging algorithm.

6.3.2 Inverse problems

In Chapter 5, analytical solutions have been derived to calculate the mean scatter-
ing intensity from the knowledge of surface statistics, which is known as a forward
problem. Conversely, one can solve the inverse problem using the same formulae
to recover the surface statistics by measuring the angular distribution of the inten-
sity. The simple analytical formulae provide a straightforward inversion procedure
within the valid region of the Kirchhoff approximation. The RMS value and the
pdf of the surface height can be estimated from the coherent intensity by changing
the frequency with a normal pulse echo inspection. In practice it can be realized
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by sending low frequency incident waves when the coherent field is dominant. The
recovery of the correlation function is much more complicated since it relates with
the inversion of a N-dimensional function. However, since the theoretical expres-
sion for the diffuse intensity has been obtained, it is possible to invert the complete
correlation function by measuring the diffuse field at multiple scattering angles. In
addition, it would be interesting to investigate the performance of different wave
modes on the inversion procedure. It is expected that different modes should give
similar recovered results, as a check of the consistency of the algorithm.

Two practical issues have to be addressed for the experiment and real applications.
The theory in Chapter 5 is based on an ideal plane wave incident on a surface with
a finite length, and one of the proposed future works is to include the beam model
into the theoretical solution and the inverse algorithms as well. In this manner the
energy illuminated on the surface can be calculated precisely, so that the inversion
results can be compared directly with the experiment. Furthermore, one potential
application of the inverse algorithm would be for the monitoring of corrosion on the
inside surface of a pipe or vessel, as it could provide a way to ‘see’ the surface con-
dition. For a typical wall thickness of 8mm to 20mm, the transducer or the array is
within the near field of the rough surface. Hence the theoretical formulae originally
derived using the far field assumption would need to be adjusted, in order to take
the near field effect into consideration. The inverse problem of the surface statistics
is currently under development by the author, and some ideas will be implemented
in future.

6.3.3 Physical study of the random scattering field

Although in Chapter 5 a theory was presented which well explains the scattering
behavior from randomly rough surfaces using the KA, it might not be reliable when
the roughness of the surface is beyond the valid region of the Kirchhoff theory. For
example, for surfaces with extremely high RMS values (σ ≥ 0.8λ), the multiple
scattering phenomena become comparable with the single scattering, or even dom-
inant. The FE-BI method is a good way to model such situations since it includes
all wave scattering physics. Alternatively the multiple scattering theory could be
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incorporated with the Kirchhoff approximation, which could possibly lead to some
analytical expressions. In addition, the study in this thesis has been focused on the
effect of roughness on the bulk wave scattering, while it is also important to investi-
gate the scattering of Rayleigh waves by rough surfaces. Intuitively higher roughness
leads to severe loss of the surface wave energy as waves are scattered into the half
space. However, a fraction of the energy might also be trapped inside some ‘valleys’
of the rough surface also due to the high roughness. Again the surface wave is not
included in the Kirchhoff theory so that the FE-BI method can be implemented to
study the Rayleigh wave scattering in the future.
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