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Abstract

In the nuclear power and chemical industries, aitstesteel is often used in the
construction of pipework and pressure vessels duedistance to corrosion and high
fracture toughness. A completed weld may host aetyarof defects including
porosity, slag and cracks. Under the stress ofatioer, defects may propagate and
mechanical failure may have severe consequenceass @ktection either during

manufacture or service is of critical importance.

Currently, inspection and evaluation of austemtiaterials using ultrasonic methods
is difficult due to material inhomogeneity and aispy, causing significant
scattering and beam-steering. Radiography is usstkad. A reliable ultrasonic
inspection method would potentially replace radagdry and reduce inspection time

and costs, improving plant availability.

The aim of this thesis is to develop a forward mddesimulate the propagation of
ultrasonic waves through V-welds whose orientatiasfs elastic constants are
determined using definitions from a previously psieéd and well-established model.
The behaviour of bulk wave propagation in free spacpresented and a ray-tracing
model is constructed. The predicted interactionbolk waves at an interface is
validated against the results of finite elementudations.

Synthetically focused imaging algorithms are présg¢nand used to build
reconstructions of the weld interior in order tadte and size defects. These images
are formed using data from both ray-tracing modeld finite element simulations. It
is shown that knowledge of the ray paths, via timeuktion model, can enable

significant improvement of the array images of defe




Additionally, a study investigating the transforioat of space via a novel process
known as “Fermat mapping” is presented. In thissepgh, geometry of the real space
iIs mapped to a Fermat space such that the mabsgames uniformly isotropic and

homogeneous, unique to a specified point sourceecgiver. An application of the
transformation is discussed.
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7.4 Locations of the peak image responses of the stedildefects in fig.
7.14. Values in mm. 154
8.1 Weld parameters used in chapter 8, unless othestased. 171
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Nomenclature

wave amplitude, polarisation amplitude
stiffness matrix of elastic constants
phase velocity

delay law data matrix

semi-width of the weld at the root
Young's modulus

Fourier transform of

frequency

Hilbert transform of

image response matrix
the imaginary part of

=(-1)

wavevector (witkk as the wavenumber)
slowness vector

direction cosines of the wave normal
polarisation vector

the real part of

signal data matrix

ray (or wave) source

weld constant proportional to the angle of elastiostant orientation at
the weld boundary

ray target

time

energy vector
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A

Q

S

D
4
X
1 4
0}

displacement vector

group velocity

angle of weld preparation
decay constant

ray angle, Fermat angle
Green-Christoffel acoustic tensor
Kronecker delta

strain

datum of ray position

datum of wave field property
weld constant governing rate of change of elasiitstant orientation
Helmholtz scalar function
wavelength

Lamé elastic stiffness constant
vector of eigenvalues

Lamé elastic stiffness constant
Poisson’s ratio

matrix containing eigenvectors
density

stress

time of flight, Fermat time

ray or wave property factor
phase

Snell constant

Helmholtz vector function

angular frequency

Superscripts

travelling towards the array
travelling away from the array

datum of wave field property
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incident *

L incident, approaching the interface from below

R reflected *

S datum of signal

T transmitted *

U incident, approaching the interface from above

Subscripts

A amplitude fraction (amplitude coefficient in thimgle interface case)
B energy fraction due to boundary interaction

D energy fraction due to ray divergence

E total energy fraction (energy coefficient in siegle interface case)
P longitudinal *

S transverse'*

SH horizontally-polarised transverse *

SV vertically-polarised transversé *

T time delay

D phase

* also used as normal script in prose and in ref@do figures

+

may be followed by an index number
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1 Introduction

1.1 Motivation

Within the petro-chemical and nuclear industriestanitic steels are favoured for use
in certain engineering applications, particularty the fabrication of piping and
pressure vessels [1]. They are used for their Bdetesistance to corrosion and
oxidation [2], high strength and toughness as coatp#o typical carbon steels [3],
and have the advantage that post-welding heanissdtneed not be applied due to
the high resistance to brittle fracture [4]. The a$ this type of steel is increasingly
being extended to other sectors such as moderrentoual fossil-fuelled plants and

piping for offshore oil and gas industries [5].

When sections of steel are joined by welding, cildek defects may form [6]. If the
dimension of the cracks exceeds a critical sizey thill propagate under the stress of
operation and failure of the joint may result irtlbmechanical and economic damage
due to the cost of repair and lack of plant avdlitgbCrack-like defects of significant
through-wall thickness are those of most conceringpectors. Where present in
nuclear plant structures, they tend to occur invtked and heat-affected zone but not
in the surrounding bulk material. Various non-destive testing and evaluation
(NDT&E) techniques have risen to meet the challemgethese safety-critical
applications. They are employed during the conittnghase to ensure that the plant
enters service with no defect of an unacceptale [gi, 7]. They can also be applied
at regular intervals to joints and other criticainponents during the operational

lifetime of the plant to verify that no crack hasgn to a certain size.
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1. Introduction

1.2 Background

1.2.1 NDT&E Techniques in weld inspection

Commonly used techniques for weld inspection ineludsual, dye penetrant,

radiographic and ultrasonic. Evidently, visual iesjon is the cheapest and simplest,
and is generally applied at all stages of the wglglirocess [8]. When contrasted with
radiography, dye penetrant methods are similarlgaphand reliable, and can be
applied to many weld configurations. However, badtual and penetrant methods are
dependent on good access to the inspection arearagdreveal the presence of
cracks and porous imperfections that are opendastinface. A weld that appears to

have no surface flaws is no guarantee of good paence or durability.

In many cases, radiographic methods tend be fadadwe to the high image quality
and the wealth of experience and expertise availdlclear power plants in defence
applications are inspected during manufacture usitrgsonic methods, but during
operation radiography is preferred, being partidylproficient if the plane of the
crack aligns well with the radiation direction. Hewer, in the civil nuclear industry,
welds are inspected ultrasonically [2, 9] duringthbananufacture and operation
though the inspection is currently somewhat unb&ialue to the inhomogeneity and
anisotropy of the material [10, 11, 12, 13, 14]spiee inconvenience and expense,
weld inspection during service tends to be perfatrng radiographic methods [15]
since the capabilities of ultrasonic inspectioranétenitic stainless steels are limited
due to various phenomena [16, 17] that do not aderaffect radiographic

inspection.

Radiography represents a high associated costtofibspection and downtime for
the plant. A reliable ultrasonic inspection methioat could gain industrial acceptance
and confidence would remove the need for radiographarticularly for in-service

inspection. This subject has been revisited siiee recent development of array
technology, the new techniques in signal procesiBjand the recent rapid growth
in computing capabilities, potentially offering tdevelopment of new techniques to

be applied to an old problem.
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1. Introduction

1.2.2 Recent history

Difficulties with ultrasonic inspection of welds iaustenitic material have been
explored since about 1976 [19]. Much work over tbibowing 15 years sought to
understand this problem and to research for impnaves with an end to achieving
better inspection capability [20, 21]. Relevankeaash in this area had been driven by
the needs of the civil nuclear engineering indugtfy, resulting in the development
of various ray-tracing tools, such as RAYTRAIM [223], to inform transducer and
array choices for optimum inspection using the fmdv propagation model. The
Elastodynamic Finite Integration Technique (EFIZ3] offers numerical solutions to
plotting ray paths, and is particularly useful whahomogeneity is prevalent [10].
Other software tools, such as Finite Element (FBukations of wave propagation are
also growing in capability [25]. Simulations usya#imploy a simplified model of the
weld, but typically do not make use of all avai@bhformation, and so there is

potential for improvement.

Other methods that have been pursued include posegsing techniques such as
signal averaging [26], pattern recognition [27] dince-reversal acoustics [28], where
an array of transducer-receivers records echoewilsigrom an unknown structure,
and replay what they have received, in a time-s®ctrorder. The replayed signals

then converge on the source within the structuge 22].

In more recent years, research relating to welddaason has received relatively little
attention, in part because the detailed weld gsaincture is not known reliably and
depends on such a large number of factors [30]s Taspite some improvements in

techniques, the problem of ultrasonic inspectioaustenitic welds is far from solved.
1.2.3 Material anisotropy

Anisotropy fundamentally arises where the strerajtmteratomic forces varies with
direction. This leads to directional variationselastic properties, such as Young’'s
modulus, which in turn leads to a dependence ofataee velocity on the angle of

propagation in a single crystal.
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1. Introduction

As most metals solidify during casting, some regiealidify before others at random
nucleation sites. Small crystalline solid bodies #mus formed. These bodies (or
grains) grow as the material cools further, andhsth@ey come into contact with one
another, forming polycrystalline structures. Sifices highly unlikely that the grains

are aligned to one another, a discontinuity of atoamientation, known as a grain
boundary, is formed. Each grain is an anisotropystal. If these grains are small
compared to a typical wavelength used in inspediwh the orientation of the grains
is considered to be random, one can ignore then gaaisotropy altogether and
consider the material to be isotropic. This is esply the case if the ultrasonic
wavelength is much larger than the grain dimensiémsnany materials, including

ferritic steel and aluminium, averaging over mamgimy orientations would yield

effectively isotropic material constants and anyemtmenon associated with
anisotropy is not observed due to the grain stredtdl] despite the fact that all metal
crystals are intrinsically elastically anisotropilf. the grains are large or are
distributed such that a particular orientation esnthant, the material is considered to

be anisotropic [32].

The welding process is different from casting doghte presences of large thermal
gradients. Studies of micrographs of welds, suchthas shown in fig. 1.1, have
revealed that the grains tend to form elongategheshan the direction of maximum
heat loss, resulting in the formation of an anigoitt inhomogeneous material during
welding and subsequent solidification [4, 9, 12¢aBs that are the result of separate
passes are generally visible. Partial melting efgghevious passes by the current pass
gives rise to epitaxial growth of grains betweeighlkouring beads. The grains are of
the order of a centimetre in length, and sinceitlpection frequencies are typically

2-5 MHz, the wavelength is comparable to or smahan the grain dimension.
1.2.4 Austenitic welding processes

Fusion welding is a process whereby a bridge oftenometal is deposited between
the parts to be joined. One type of welding commaded for pressure vessels and
civil engineering applications is broadly known Bkctro Slag Welding [6, 33].
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1. Introduction

Unlike many other welding processes, this doesisetelectric arcs as the heat source

but the electrical resistance to the applied carren

In an automated process, water-cooled copper sfreeapplied to either side of the
weld and a block is placed at the bottom. Consuenalile electrodes initially form
an arc in the flux, but it is soon extinguished. ere flux is added, the main heat
source is due to the resistance of the molten sterd formed from the flux. Thick
welds may require several or many pairs of wiretedgles. In modern processes, the
wires may be oscillated to ensure a more uniformodition. This welding process
allows a much higher deposition rate than the commlectric arc processes, low
distortion and the ability to simply repair a wddgt cutting it out and re-welding.
Electro slag welding is known to create coarsengravhich are of poor fracture
toughness unless post-normalising is carried bat; i to say that the metal is heated
to temperatures well in excess of operating tentpera and allowed to cool slowly in
air [34].

Though automated welding is preferred in factorydpiction of safety-critical welds,
site installation and repairs tend to be performehually, using, for example, the
process of Manual Metal Arc [6] welding. The heatjuired to melt the welding
material to form the bridge usually comes from &learcs or electric current. The
parent metal and the consumable electrodes forrmod gf molten metal, which is
deposited between the plates to be joined. The iluprotected from oxidation by
liquid and gaseous slag that forms a flux coatiifgs method is versatile, relatively
cheap and is easily applicable to most types otgpincluding vertical and overhead
welds. The equipment is portable and allows exotléecess to the joint, allowing
even a relatively untrained operator to performviledding. The disadvantages of this
method are that the electrodes must be changedeindg, the rate of deposition is
low, and that the solidified slag must be removethunally after each individual weld

pass [35].

The detailed specific structure of any particul@ldvdepends on parameters including
the speed of the welding tool, the chemical contmrsbdf welding material compared

to the base material, the heat input, the geonadtitye weld and its orientation during
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1. Introduction

welding and cooling. However, for a given type aleing, the general grains pattern
tends to be known. This knowledge is used with gEnenderstanding and some
simplification of the elastic properties to createdels of the welds which can occur

in practice.
1.2.5 Phenomena in ultrasonic weld inspection

There are two distinct phenomena that cause ghffatutty in obtaining reliable

information from ultrasonic tests.

The first is known as beam-steering and is thelreswhe inhomogeneity of the weld
[30, 36]. Rays are fully exposed to the materiasatnopy, and follow a curved path
as dictated by the orientation of the elastic camtst of the material, making
interpretation of data difficult.

Another phenomenon is that of wave scattering, oty particularly at grain
boundaries. Scattering reduces the energy of thenkmnd sends spurious signals in
other directions, reducing the clarity of reflecgdnals. The amount of scattering is
generally a function of grain dimensions and ofenat anisotropy [21]. Selection of
ultrasonic frequency makes a compromise betweerd¢ectability of defects of a
certain size and the amount of signal noise anttecluhat arises from scattering
within the grainy material. Higher frequencies gsieorter wavelengths and better
sizing accuracy but noise increases with increasieguency. Typical ultrasonic
frequencies used in nondestructive inspection ftemitic welds are 2.0-5.0MHz,
giving wavelengths of about 1.5-0.6mm for shear egavand 3.0-1.2mm for
longitudinal waves. The literature provides furth@formation regarding grain

boundary scattering (e.g. [37] and the referenteetn).
This thesis deals only with the issue of beam-stge¢hrough the weld.
1.3 Thesis objectives

A typical inspection problem that is to be addrdsséthin this thesis may be
visualised as shown in fig. 1.2. For reasons gineh2.3 and 1.2.5, an inspection of a

defect lying on the opposite side of the weld te ttansducer or array position may
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1. Introduction

be difficult but may also be the only possible agement for reasons of poor
accessibility to the weldment. The aim of this thas to model and investigate the
behaviour of the propagation of ultrasonic wavesugh a previously published and
well established weld model, in order to facilit@tgprovements to practical aspects
and to the methodology of current weld inspectimother aim is to demonstrate the
application of conventional imaging techniqueshe inspection of austenitic welds.
The general approach taken in this thesis allowesehechniques to be applied to

generally inhomogeneous and anisotropic materials.
1.4 Thesis outline

The weld model mentioned in the previous sectiapable of tracing rays through an
anisotropic and inhomogeneous weld, is introducechapter 4. This model is based

upon theoretical foundation presented in chaptensd3.

In chapter 2, the behaviour of bulk wave propagaitiofree space is presented, with
particular emphasis given to the difficulties podsdthe material anisotropy. The
concept of the slowness surface is also reviewedchapter 3, the fundamental
principles of chapter 2 are applied to cover budverinteraction with single and with
multiple boundaries. The chapter also covers bauesldetween a liquid and a solid;
and between a void and solid, the latter being ulskefr modelling internal ray

reflection. A discussion is also made of the betaviof evanescent waves with

respect to critical angles and their behaviouhatdowness surface diagram

In addition to reviewing the weld model, chaptealdo covers the following topics:
the ray-tracing environment; the model’'s handlingreflection, ray-bending and
mode-conversion; and ray interaction with crackssTay-tracing model is validated
in chapter 5 using a simple FE model to represenhi@rface between two generally

anisotropic homogeneous media.

In chapter 6, the work diversifies to cover imagi#greview is made of imaging
theory, involving three different synthetically feged techniques with a linear array
of transducer elements. The techniques differ antheir acquisition and handling of

data and their relative merits and weaknesses ragflybdiscussed. The process of
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delay law computation are explained and plots bkptay properties (such as ray
energy and phase) against ray termination posidon shown along with brief

comments as to how the information in these plaghtrbe exploited. Chapter 7 then
extends this work by applying imaging theory toussignals from data generated by
FE simulations. Example images of simple defeces stnown and are used to
underline the importance of using delay laws cqmesling to the correct material

properties and using laws that represent the inlgemeous properties of the weld.
Data are extracted using multiple recording nodeshe FE mesh to simulate the

behaviour of a transducer array.

The work in chapter 8 introduces the method of spgeansformation using Fermat’s
principle for ultrasonic imaging in a medium thatimhomogeneous and anisotropic, a
novel approach to the modelling of waves in ausitesteel welds. It is demonstrated
in a conceptual form that the principle may be maple to the improved inspection

of austenitic welds.

Chapter 9 concludes with a review of this theslse Tajor contributions, suggested

directions for future work and other perspectiviessaimmarised.
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Figure 1.1 Typical weld microstructure, showing both weld phesndaries (black lines) and grain
boundaries (alternating grey and white bands).i@algmage taken from [38].

transducer

defect

Figure 1.2 A typical inspection problem. The defect may lietba opposite side of the weld
centreline to the transducer or array position.
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2 Elastic wave propagation in bulk media

2.1 Introduction

The study of the propagation of elastic waves thhoundamped infinite space is
well-covered throughout literature and a wealthteodts [39, 40, 41, 42, 43, 44, 45]
provide detailed treatments of this topic. Thougk material is not new, the relevant
aspects of elastic wave behaviour are reviewethighndhapter in order to set out the
underlying fundamentals and the terminology for riest of the thesis. The theory of
wave propagation, together with that for the inteom of bulk waves with an

interface, reviewed in the next chapter, formsliasis for the ray-tracing model used

throughout the rest of the thesis.
2.2 Bulk waves in isotropic media

A wave travelling in an elastic medium is a disambe that conveys (in our case,
ultrasonic) energy and once the wave has passednéterial returns to its original

position and form.

A general approach to the derivation of the govegnvave equations would begin by
consideration of an infinite homogeneous and igitraaterial of density. Let there
exist an infinitesimally small parallelepiped ofghmaterial, whose faces are aligned
with the axis system (directions are denoted 1n@ 3). Eighteen different stresses
may act upon it, of which six are direct stresses @velve are shear stresses. This is
illustrated in fig. 2.1 for the three near face$yoifhus upon each face there act three

different stresses.
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2. Elastic wave propagation in bulk media

Let the undisplaced position of this point be definasx = (X1, X2, X3) and the
displaced position be defined aziHu;, Xt+up, Xstuz), the displacement being
contained in the vectou. If a nearby point close to the original point had
undisplaced positiork{+x1, Xo+0Xz, Xs+0X3) and a displaced positior; fu;+3x;+5uy,

XU +dX Uy, Xat+Us+OX3+dUs), then one can write

6u1 5(1 Z)L(Jl &, + 6u1 d(s
6u2 au
=—2 +— : 2.1
u3 N u3
% —axz Bt o

Generally, the following relations between smadipifacements and direct strains:

ou, ou, ou
=—1; g,=—2% andg;; = —3; 2.2
ox = ox, 0 ox, (22)

and between small displacements and shear strains:

£,y = 6u2 2O £ = aul+au and‘a‘12=1 o, , o, (2.3)
0X;  0X, 0X; 0% 2\ ox, ax

are used for convenience. In (2.2) and (23)s defined as the strain on thhk face

in thejth direction.

Having related strains to the small displacemehtsuo parallelepiped, the stresses
are now related to strains using Hooke’s law. Téeegalised form of the law can be

written, using the Voigt notation, as

Jll Cll C12 C13 C14 C15 C16 gll
0-22 C21 C22 C23 C24 C25 C26 822
0-33 - C31 C32 C33 C34 C35 C36 533 (24)
0-23 C41 C42 C43 C44 C45 C46 523
0-13 C51 C52 C53 C54 C55 C56 813
0-12 C61 C62 C63 C64 C65 C66 512
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2. Elastic wave propagation in bulk media

Given that the material is isotropic, substitutiara be made such that (2.4) now

becomes

oy, A+2u A A’ 0 0 0)é&,
0, A’ A+2u A 0 0 0fé&,
Tas | _ A’ A A+2u 0 0 0O &y, (2.5)
Oy 0 0 0 H 0 0] &,
O3 0 0 0 O u 0 &,
o, 0 0 0 0 0 whe,

wherel’ andu are Lamé constants used for convenience. Thesgaris are related

to Young’s modulu€ and Poisson’s ratio by the equations [46]:

A :L; (2.6)
L+v)@-2v)
E
=5+ @7
— ﬂ ]
E=——(31+24) and (2.8)
(A+u)
- : (2.9)
2(A'+ 1)
One now has the following relations between staggkstrain from (2.5):
Oy =(ANH2U)e + A€y + A6y Ty = A 6 +(AN'H2U)E,, + A €55
Oy = A&y + A £y + (A +200) €5, 01, = Hérp .(2.10)

Oy3 = HE 53 O3 = HE,

At this point Newton's second law is applied to thefinitesimally small

parallelepiped [32] (see fig. 2.2), which yields
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2. Elastic wave propagation in bulk media

d°u do
ot 21 :05(15(25(3 = _0115(25(3 "{ 6)(11 d(l + Jlljd(zd(s - 0215(15(3
o o . (2.11.9)
+£ 6X21 5(2 + Uzljdﬁd(a - 0-315(15(2 "{ 0X3l 5(3 + 0-31}5(15(2
2 3
Similar treatments for the other axes give
0°u, B 90,
ot2 pd(ld(zd(s = _0125(25(3 + axi 5(1 toy, 5(25(3 - 0225(15(3
5 5 (2.11.b)
g .
"{ axzz X, + Uzzjdﬁd(s — O3, K, + (6732 K, + 0-32jd(1d(2
2 3
and
0%u oo
ot 23 pd(id(zd(s = —0’135(2@(3 +( 6X13 d(l + 0-13}5(25(3 - J235(15(3
o ! . (2.11.c)
+ (WB d(z + stjd(ld(a - J335(15(2 +( 0X33 d(s + J33]5(15(2
2 3
Simplification of (2.11) gives
0%u, _ 00y, 90y, 00y
ot ox, 0x, 0,
2
0°u, _00, N 00,, N 00, . 2.12)

o> ox, 0x, O0X,
0°u, 00, L 005, 005

ot 0x, 0x,  Ox,

In order to attain the general equations of motibis, required that the expressions be
given in terms of displacement. The substitution (®#2) and (2.3) into (2.10)
followed by the substitution of the appropriatefetiéntials of the result into (2.12)

yields the equations of motion:

2 2 2 2
pa L2'1=(/1'+,u)i %+%+% + auzl+auzl+alil : (2.13.a)
ot o\ 0x,  0X, O0X, ox, 0%  0x
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2. Elastic wave propagation in bulk media

2 2 2 2
pa u22:()l'+,u)i %+%+% + 6[]22+0U22+0U22 and (2.13.b)
ot 0%, \ 0%, 0%, 0%, ox,  0x, 0%

0°u, 0 (Au,  du,  du 0°u, . 0°u, . 0°u
S+ —| F2+—F+ 2|+ S22+ 2.13.c
P~ ¢ ’“’)axg(ax1 ox, axgj ”(axf PYCRMNF Y (2.13.¢)

This is more conveniently expressed in vector fdros

oy, _, ., )

P =(A+)00e u, + 0%y,
ou, _, )

Y Fea (A +)00e u, + p0%, ¢ (2.14)
0% ,

Pt = (0 uy + 4T,

In an isotropic material, there are two modes o¥evaropagation. In this subsection
expressions are derived for their phase velocifigs. right hand side of the equations
in (2.14) has two components. It is possible toassge them. The sum of the
differential of (2.13.a) with respect iq, (2.13.b) with respect t& and (2.13.c) with

respect tog is

9°A

5 - (A'+20)0°A (2.15)

Yo,

whereA is the fractional change in volume or the volumcestrain. Here all terms
pertaining to non-dilatational travel have beemeiated and thus it is concluded that
the dilatation (where the change in volume occurly an the direction of travel)

propagates with velocity

A+2u
P

Co = (2.16)

The dilatational wave is more typically known as litnggitudinal wave and is referred
to as such in this thesis, though the initial is flee primary wave of geological
convention. This thesis applies the script P (whtky be prefixed with I, R and T)

for this wave.
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2. Elastic wave propagation in bulk media

A similar approach may be applied to eliminate diiatational terms by taking the
difference of the differential of (2.13.b) with pest toxs and (2.13.c) with respect to
t. As long as\=0, then

0°u,
ot?

- )02, (2.17.a)

Taking differences between the appropriate diffeaénalso gives

0°u,

P = u0%u, (2.17.b)
and
9°u
0 at23 = u0%u, (2.17.c)

Thus waves that have no dilatation travel with g&jo
- |H
Cs=.]—. (2.18)
yo,

The subscript S indicates a shear wave or seconvadavg of geological convention.
In this thesis, this wave is referred to as a trarse wave and the script S (occurring
either alone, appended by either 1 or 2, or by W an the case of the transversely
isotropic material introduced in chapter 3 and/@figed with I, R and T) is applied.
Fig. 2.3 shows examples of both waves, illustrating relationship between the

direction of propagation of phase velocity andriaion of the particles.

Separation of the two wave modes can also be amihiesa the Helmholtz
decomposition [32, 47], giving two wave potentiatsdefined as a scalar function
to represent the longitudinal wave and a vectoction ¥ to represent the transverse

wave:
u=HdO0+0x¥Y andJ+ ¥ =0. (2.19)

The substitution of (2.19) into (2.15) gives
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2. Elastic wave propagation in bulk media

0’0 i AT 2
D77 +0x 5 |[S ()00 (00+Dx¥)+f*(00+0x¥).  (2.20)

The use of the vector identity
O%u=00+u-0Ox0Oxu (2.21)

is very convenient, allowing a regrouping of (2,20)give

2
((A'+/J)DD-(D9)—,0D Zt?j—ﬂDXDXDQ+(A'+ﬂ)DD° Oxy
(2.22)
2 *Y ) _
+| 0 0OxY - plIx e =0
Upon further simplification using vector identities
Oe0@=0%0; OxOxO00=0andd«Ox¥ = Q (2.23)
one arrives at
, 2 0°0 2 0’ _
Ol (A +2)0 O—patz +00x ,uDW—,oatz =0. (2.24)

If both the expressions within the parentheseseapeal to zero, the equation is

satisfied. The following equations can thus beamted from (2.24):

2
=P 9©

_ q 2.25
FECYY S (2.25)
oy
Ny =P%2. 2.26

and their propagation velocities axe= V[(1"+2u)/p] andcs = \(u/p), exactly as found
before.
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2. Elastic wave propagation in bulk media

2.3 Phase and group velocities

A review is made of the distinction between thegghand group velocities of a wave.
The distinction between the phase and group vedtisws naturally; the phase
vector describes the direction of the phase velauid the group vector describes the
direction of the group velocity. The slowness vecsalirectly derived from the phase
vector, sharing its direction though taking a magye as the reciprocal of the phase
vector. An equivalent slowness vector (referrecasothe group slowness vector) is

made from the group vector but is less commonlguse

This is a critical topic when dealing with wave beilour in anisotropic materials. As
a wave propagates through any type of medium, ididal particles along its path are
subjected to periodic displacement. The phasenayaof describing at what point the
particle is along this cycle. Lines joining points constant phase describe
wavefronts, and the velocity at which these wav@Bgropagate is known as the
phase velocity. The relation between the phasecitglo, wavenumbek and angular

frequencyw is:
k :% ; wherew = 2xf. (2.27)

A linear superposition of several sinusoidal wawesild give rise to a single wave of
modulated amplitude, that is to say with an enveldphe group velocity would then
be that of the envelope or the "velocity of wavekeds," as described by Heisenberg
(as noted in section V of [48]). Here a simple eghlanfrom chapter 2 of [49] is
reviewed in order to demonstrate this. The gersshltion of the wave equation, to

describe the propagation of harmonic waves, isntalse
u(x,t) = Aexpf(kx— at)). (2.28)
The real part of (2.28) is

u(x,t) = Acoskx— «t) . (2.29)
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2. Elastic wave propagation in bulk media

If there are two such waves of the same amplitudeobdifferent frequencies; and

> (and thus of different wavenumbégsandk; due to (2.27)), then one may write
u(x,t) = Acoskx— at) + Acosk,x—a,t). (2.30)

The trigonometric identity

+ —
cosM =+ cosN :iZCO{M 5 Njsin(M > Nj (2.31)

Is used to rewrite (2.30) thus:

u(xt) = 2ACo{(kz - ki)x—z(wz - wl)t)co (k, + ki)x—z(wz + wl)tj (2.32)

This is the product of two cosine waves in the galnfermu = 2Acosi)cos,). The
former is a term of lower frequency and the lateerm of higher frequency. Using
the relation (2.27), it is deduced that the lowegtiency term propagates at a velocity

of

, ~ 0, _Da
k,-k Ak’

(2.33)

As the difference between the two frequencies tdndgero, this becomedw/dk
Since the term of lower frequency describes theslepe, this is the group velocity.
The higher frequency term, describing the carriavevand thus the phase velocity,

propagates at a velocity of

Uy T oy
K, +k,

~||

(2.34)

where the overbar signifies the mean. These argtridited in fig. 2.4.
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2. Elastic wave propagation in bulk media

2.4 Polarisation vector and amplitude

As noted in the previous section, a propagatingencauses particles of the medium

through which it travels to oscillate. It is thelgdsation vector that describes this

direction of oscillation. In isotropic media, thelarisation and phase vectors are
parallel for longitudinal waves and perpendicutartfansverse waves (also see vector
of particle oscillation in fig. 2.3).

However the oscillation need not necessarily begla straight line. Evanescent
waves, defined as those having a complex phaserydave complex polarisation
vectors. In this case, the imaginary componentesprts the phase shift between the
perpendicular components of the vector. This idaep in the next chapter.

In this thesis, any absolute value of the wave #@oge (the amplitude of the
polarisation vector) is considered to be immatefally values relative to the incident
wave are important and any results derived froncgulares in this thesis are done
such that they may be scaled accordingly as redjuire

2.5 Bulk waves in anisotropic media

In contrast to the material under study in 2.2s thection deals with one that is
homogeneous but anisotropic. In anisotropic mati@mphase and group velocities are
generally dependent upon the direction of propagathdditionally, the phase and
the group velocities are neither necessarily tmeesnor are they trivially related. A
common way of approaching this problem is to detive Chrisoffel equation that

determines the wave properties analytically [5Q,52].

Before continuing, tensor notation to be used ia #ection is reviewed. In (2.4), it

was seen that the elastic constants were assigpedt af subscripted numbers; each
taking values from 1 to 6. This is the Voigt nagati In tensor notation, four indices
are used; each index taking values from 1 to 3. Tdlation between them is

explained in table 2.1. If the four indices areugped into two pairs, then neither
exchange of pairs nor of indices within pairs madeyg difference; hendgjj = Ciix

= Cij:lk = Cji:lk- Similarly, &jj = &ji etc.
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2. Elastic wave propagation in bulk media

Written in tensor notation, Hooke’s law requireatth

From this point henceforth the implied summatiomw@ntion over the indices shall

apply. The tensorial equivalent of (2.12), Newtosesond law states that

do, _ du
—= - 2.36
Differentiation and substitution of (2.35) into B) yields
% = p_azui (2.37)
ox, o '
Using the strain-displacement relations, stramevgritten as
g =1 0U, 0u (2.38)
“2lox  ox ) '
Substituting this into (2.37) gives the following:
EC 0°u, . 0%y, _pazui (2.39)
2 "M\ axox, X0, ot® '

In tensor notation, the indices in the first pdast pair or even both may be
exchanged and one would still have an equivalargaie In this case, (2.39) can be
rewritten as:

0°u, 0°u,

-- = . 2.4
i 0x,0X, P ot? (2.40)

A general solution is in the form

u; = Ap exp(k;x; —at)) (2.41)
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2. Elastic wave propagation in bulk media

where p is the polarisation vector ankl is the wavevector (the vector of the
wavenumber). The double derivative of (2.41) isssitated into the left hand side of
(2.40) to arrive at the following equation:

Ciakik = purd; . (2.42)

This is the Christoffel equation. Her&, takes a value of one iif=j and a value of
zero when # j. The number of homogeneous equations, roots alodities are all
equal to the number of spatial dimensions in thetesy. Given also thaf = %/,
one may simplify (2.42) thus:

‘/_n - pczé_"‘ =0 (2.43)

where I =Cjuniny, (with n as the normalised wavevector) and is called theer
Christoffel acoustic tensor. This is an eigensystemere the associated eigenvalues
A" and eigenvectors' are, for a given direction of the slowness veaotor

A;’:% andv! = p (2.44)
with 1<i<3. The eigenvalues are then processed to yielghlase velocities and the
eigenvectors yield the polarisation vectors. One feproperties pertains to the
longitudinal wave and the other two sets to the passible transverse waves.
Generally in the anisotropic material, the longitadl wave has some component of
particle motion in shear and so would strictly a##ed a quasi-longitudinal wave. The

converse applies to the transverse waves, whichidvsimilarly be called quasi-

transverse. For brevity, the prefix quasi- is oeditin this thesis.

The group vector and velocity are derived in thiélofeing manner [53]. One begins
with the relation [54]

_da

V=—.
ok

(2.45)

Suppose there is a general form for the equatidhedth wavevector surface:
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2. Elastic wave propagation in bulk media

F(k,a)=0. (2.46)
Then

OF ,OF 0c (2.47)

ok 0wk '

and the components of group velocity are

_OF JoF

Vi=——— . (2.48)
ok / dw

Taking (2.43), multiplying by and expanding gives

Ciim P PrK;K = pur. (2.49)
The differential of (2.49) is

k3, +k3,) = 2p00%

Cim P Pu(k;04 +K38,) =2p i (2.50)
Dividing throughout by 2o leaves one with

C..p.(pk. + .

ijim p] (pl m pmkl) - L| (251)
20w 20V

where

L =Cym P; (PN, + PaN) (2.52)

and wheren represents the direction cosines of the waveved@toen the direction
cosines of the group velocity are given by

L
S B (2.53)
N[ERAEE

and the group velocity is related to the wave slownaady

1
Vi :;Cijkl m pP; Py - (2.54)
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2. Elastic wave propagation in bulk media

2.6 Slowness surface

It becomes useful at this point to introduce tlmvsless surface. It has an important
physical significance as a concise graphical repragion of the variation of both
types of velocity with respect to direction of tkowness vector [40, 55]. The
slowness surface is used often throughout the redeaiof thesis as a visual aid to
explanation. All the plots referenced in this sactivere generated using software

tools written for this project. A summary may berfd in appendix B.
2.6.1 Graphical representation of slowness surfaces

Slowness surface are two-dimensional entities rieettdimensional space. In fig. 2.5,
the surface of the isotropic mild steel, whose proes are listed in table 2.2, and in
fig. 2.6 the surfaces for Type 308 Stainless Sigbfse properties are listed in table

2.3, are illustrated for comparison.

If the phase vector (and hence the slowness veaoknown, then many other
important wave properties can be deduced grapiicHtle procedure is illustrated in
fig. 2.7, using a section of the slowness surfdoesimplicity. Upon selection of the
phase velocity vector, there are three intersestioith the slowness surfaces. The
lengths of the lines joining the origin to the isections give the slowness of the
wave. The reciprocals of these values give theasphvelocities. As shown in fig. 2.8,
the group velocity may be determined from the ahaaathetus of a triangle of
which the hypotenuse is the slowness and the deteignangle is that between the

phase and group velocity vectors.

Equivalent plots can be constructed to illustrdte value and variation of group
slowness. Fig. 2.9 shows a plot of the group sl®sres the phase vector is adjusted
for the anisotropic material. Fig. 2.10 shows ailsimplot, though it is the group
vector that is adjusted. In particular, fig. 2.)0&hows the complex morphology

associated with anisotropy.
Some key points regarding the slowness surfacs pletlisted here:

e Isotropic surfaces are always spherical;
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2. Elastic wave propagation in bulk media

e Anisotropic surfaces are usually of a more comphature; though spherical
surfaces are sometimes still found for one of thesverse waves (e.qg. fig. 2.6(d));

e Anisotropic surfaces usually exhibit rotationghmsnetry about one or more of
their principal axes;

e The two surfaces for the two transverse waveshar overlap (entirely, in the
isotropic case) and at these locations, the samasephnd group velocities are
identical though their polarisation vectors arepgedicular to one another;

e A group slowness surface can overlap with it¢elfy. fig. 2.10(a)) and at these
locations, it is demonstrated that different phasetors can propagate at the same
group vector;

e These plots may be useful when the ray-tracimfstof chapter 4 are made fully
3D;

e Despite their 3D nature, slowness surfaces ard 2D by preference in figures

to illustrate and explain ray-tracing phenomenaréasons of simplicity.
2.6.2 Graphical representation of polarisation vedrs

The polarisation of the waves are not determinedpfgcally, but can be so

represented as in fig. 2.11 and fig. 2.12 for gwropic and anisotropic materials of
tables 2.2 and 2.3 respectively. These graphs beee produced by plotting a short
line indicating the polarisation direction, centr@oout the appropriate distances and

orientation from the origin.
2.6.3 Phenomena associated with anisotropy

There are two phenomena of note that are demoedtia¢re with the slowness
surface. For the anisotropic material of table ig3,2.13(a) shows two rays that have
the same phase vector but a different group ve€igr.2.13(b) shows two rays that
have the same group vector but a different phastoreThe latter has important
implications for ray-tracing and the Fermat transfation seen later. Other related
phenomena are discussed in 3.3.2 in the next ahagiter the introduction of the

transversely isotropic material.
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2. Elastic wave propagation in bulk media

2.7 Summary

A review of the theory of bulk elastic wave propaga has been carried out in this
chapter. In general, a propagating wave has spoftapt properties. They are: the
phase vector; the phase velocity; the group vettergroup velocity; the polarisation
vector and the wave amplitude. It is to be assuthatithe phase vector is knowan
priori and that other properties are then determinedgusiathods summarised in
table 2.4. This theory is to be applied to wavewdling through the transversely
isotropic material that is introduced in the nelxater, and at interfaces between two

different materials.
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2. Elastic wave propagation in bulk media

Table 2.1  Voigt notation for the contraction of indiceS; — Cij.a — Cy The contraction for the
first pair of indicesj is shown. That for the second p&ir— L is similar. For example,
Ci231— Ces.
Original indices Contracted indices
i=j=1 J—1
i=j=2 J—2
i=j=3 J—>3
i=2,j=3o0ri=3,j=2 J—4
i=1,j=3o0ri=3,j=1 J—5
i=1,j=2o0ri=2,j=1 J—6
Table 2.2  Material properties for the isotropic mild ste®ased orE = 210 x 18 Nm? andv =
0.30. Values are taken from [46].
Material parameter Value
Cu 283x10 Nm™
Ciz 121x10 Nm™
Cis 121x10 Nm*
Css 283X16 Nm'2
Cua 80.7x10 Nm*
Ces 80.7x10 Nm”
P) 7.85x10 kgm®
Table 2.3  Material properties for the type 308 stainlesslst¢alues taken from [56].

Material parameter Value
Cu 216x10 Nm™
Crz 145x10 Nm*
Cis 145x10 Nm“
Cas 216x10 Nm™
Cua 129x10 Nm“
Css 129x10 Nm*
p 7.90x10 kgm®
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2. Elastic wave propagation in bulk media

Table 2.4

Summary of the computation methods of wave progefor a given phase vector.

Isotropic medium

Anisotropic medium

Unit group vector

Equal to unit phase vector

Longitudinal | Transverse | Longitudinal | Transverse
Phase velocity | V[(A+2u)/p] \(ulp)
Group velocity \[(A+2u)lp] \(ulp) Function ofCjq andp

Wave amplitude

Dependent on boundary interaction and wave dispersi

Polarisation vector

Parallel to
wave motion

Perpendicular
to wave
motion

Function ofCjq andp

Figure 2.1 Nine components of stress acting on an infiniteBinsamall parallelepiped. Stresses only

shown for the nearest three faces.
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Figure 2.2 Six stresses acting along the 1-direction of amitefsimally small parallelepiped.

(a) longitudinal wave
—

vector of particle oscillcation

—>

vector of phase velocity

(b) transverse wave

vector of particle oscillcation
—>

vector of phase velocity

Figure 2.3 Relationship between polarisation and phase veai@adongitudinal wave and a
transverse wave.
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Figure 2.5 Phase slowness surfaces of isotropic mild stegtress section in the 23-plane; (b)
longitudinal surface and (c) and (d) transverséases.
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Figure 2.6 Phase slowness surfaces of type 308 austenitidestaisteel: (a) cross section in the 23-
plane; b) longitudinal surface and (c) and (d) $kemse surfaces.
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Figure 2.7 The slownesses (whose reciprocals are the phaseitied) of three waves sharing the
same wavevectde in the 23-plane.
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3
faroup vector ~Phase vector

==

Figure 2.8 Graphical determination of the group vector andugreelocityV.

775
s

Figure 2.9 Group slowness surfaces of type 308 austenitiolsts steel plotted against phase

vector: (a) cross section in the 23-plane; b) lardinal surface and (c) and (d) transverse
surfaces.
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Figure 2.10 Group slowness surfaces of type 308 austenitiolsts steel plotted against group
vector: (a) cross section in the 23-plane; b) lardinal surface and (c) and (d) transverse
surfaces.
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(a) 3 (b) :

i 5
‘4 r < 1 0-45-1 WW
3

Figure 2.11 Graphical representation of the polarisation vectdrisotropic mild steel: (a) cross
section in the 23-plane; (b) longitudinal surface &) and (d) transverse surfaces.
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Figure 2.12 Graphical representation of the polarisation vectditype 308 austenitic stainless steel:

(a) cross section in the 23-plane; (b) longitudmaface and (c) and (d) transverse
surfaces. S2 is invisible in (a) because the pEAtidn vectors point out of the page.
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(b) ks/yl/ k, 1

x107s™ x107%6™"

Figure 2.13 Two waves (a) having the same wavevektbut different group vectongs andVp and
(b) having the same group vectbut different slowness vectokgandkp. Wavefronts
are illustrated.
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3 Bulk wave behaviour at interfaces

3.1 Introduction

The behaviour of bulk waves at interfaces is aicalittopic that leads on to the
development of the ray-tracing and related imadgiogls. Many texts cover the
principles in detail, see for example [32, 40,43, 49, 50]. In this chapter the topic is

reviewed with particular emphasis on cases invghanisotropy.

As a bulk wave encounters an interface of infiniength, it experiences a
discontinuity in material properties that leadsitoorresponding discontinuity in wave
properties. Given that there is a maximum of tidigierent wave types in a general
three-dimensional material, general boundary ictera theory allows a maximum of
twelve waves to be present at the interface; sixefther material, of which three
travel toward the interface and three travel awaynfthe interface [41, 57].

3.2 Transversely isotropic material

From this point henceforth the material to be usettansversely isotropic, as that
adopted by Roberts [58]. This material offers thdgamtage that all resulting energy
vectors are confined to the plane of anisotroploag as the incident energy vectors
are in that plane. Any reference from this pointawostenitic steel’ signifies (for the

purposes of this work) a transversely isotropicenat whose properties are listed in
table 3.1 and whose slowness surfaces and crossrseare illustrated in fig. 3.1.

Thus if one ensures that all incident rays are iwithe plane of anisotropy then only

two-dimensional models need be constructed, gresittyplify the calculations.
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3. Bulk wave behaviour at interfaces

However, if one wishes to apply this theory to meé&idimensional model, the validity

of these assumptions may not hold.
3.3 General solid-solid interface case

3.3.1 A graphical treatment

An approach is taken that is best explained withadithe slowness surface sections
in the 23-plane (see e.g. fig. 3.2), to which alives are confined. From this point,

sections of slowness surfaces are referred td@asriess surfaces’.

Take an interface between isotropic mild steel wedtransversely isotropic material,
with the mild steel occupying the half-space in gusitive 3-domain. It is assumed
that the 2-component of the incident phase veqgtas(&nown (it does not matter at
this point whether the incident wave approachesinterface from above or below)

and this component is referred to as the Snelltaohand is assigned the symjpah
X= ‘m'z‘ (3.1)

Snell's law applied to this system states thabfthe twelve possible scattered waves
must share this value [59]. The implication of tlisshown in fig. 3.2, in which is
defined: (a) three incident waves approaching therfiace from above U1, U2 and
U3; (b) three incident wave approaching the intmflom below L1, L2 and L3; (c)
three reflected waves R1, R2 and R3; and (d) thassmitted waves T1, T2 and T3.

At this point, since the 1-components are zeroy dhle 3-components of the
slownesses are unknown. These can be found byraotisy lines parallel to the 3-
axis that intersect with the 2-axis atand . In this simple example, the lines
intersect with the slowness surfaces of each Ipalés twelve times: six times on the
left of the 3-axis and six times on the right. Tihiersections represent the slowness
vectors, which can easily be processed to givepttase vectors. Finally, the group
vector may be found by visual means from the caottn about the slowness
surface as shown in fig. 2.8, or analytically by58) as long as the appropriate

polarisation vectors are known.
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3. Bulk wave behaviour at interfaces

Though there are twelve intersections for each mateonly six are physically
permissible for physical reasons (see fig. 3.3ilfastration). It is the group vector
that is used to eliminate the superfluous wavesidént waves approaching from
below and reflected waves must have a group vewaitin a non-negative 3-
component and incident waves approaching from albaondetransmitted waves must
have a non-positive 3-component. Those that dpammissible and those that do not

are forbidden and are eliminated.
3.3.2 Phenomena associated with anisotropy

In continuation from 2.6.3, several phenomena #rat due to the shape of the
anisotropic SV slowness surface are illustrate@.h8ome sections of the surface are
concave and for certain values gf the construction described in the previous
subsection may intersect with the SV surface mioae twice, thus making it possible
for there to be up to two reflected and two trantediSV waves, as shown in fig. 3.4.
This example also shows that a wave might have aselvector where the 3-
component is of the opposite polarity to the 3-congnt of the group vector,

illustrated in fig. 3.5.
3.3.3 The sextic equation

A graphical treatment alone is incapable of deteimg polarisation vectors of any
wave, or phase vectors of scattered waves if ecanésvaves are produced. A more
mathematically rigorous equivalent of the procasdireed in 3.2.1 is used here.

As before, the first step is to find the unknowo@nponents of the phase vectors for

each material in turn. Let three vectdsy andZ be composed thus

X =Cip (m)? - P9,
Yij = (Ci21j + C.zaj)(ml)z . (3.2)
Z; =Cyy,

Let x; be assigned to represent the first (leftmost) roolwector of the matriX, (with
similar variables of the lower case for the oth&o tmatrices), let the combination

X1X2y3 represent a matrix whose first and second columm®a@ual to those of and

64



3. Bulk wave behaviour at interfaces

whose third (rightmost) column is equal to thaZpfand also let seven constants be

defined as follows

a =[X|
8, = XX V5| + X, Yo Xe| ] Y1
8y = [XXZ3] + (XY, Ya| + X Z%] +| Y Vol + V1Yo Xe| + |25
a, = XY,z + X2 Yo + Y0z + VYo Ye| +[ViZ X + ]2 Y| |2 Yo X (3.3)
as = X 22| +| V.Y, Zi| + Vi Yo +|2%2Z:] + |2 Y, Ve +|2 2%

8 =|Vi2,z| +|zy,z|+ |22,y
a; = |Z|

Then these constants form the coefficients of éxtic equation
ak+ak’+ax’+akt+ak’+ak®+ak’ =0 (3.4)

whose solutions ir yield the vertical component of the phase vect@i.[Since all
the coefficients are real, the solutions are eitkal or complex conjugates occurring

in pairs:

6 real roots;

4 real and 1 pair of complex conjugate roots;

2 real and 2 pairs of complex conjugate roots;

3 pairs of complex conjugate roots.

The complex conjugate pairs produced from (3.4icete the presence of evanescent
waves. The group vectors are then used to decidehwivaves are physically
acceptable, since only half of them are (see,fstance, Fedorov [60]), as described
in 3.3.1.

3.3.4 Evanescent waves

Evanescent waves are those whose slowness doesrnegpond to a point on any of
the slowness surfaces. They transmit no energyilyt store it temporarily. The 3-
component of the resultant phase vector is imaginlough the 1-component is

entirely real, meaning that the particle motionadecexponentially; that is to say that
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3. Bulk wave behaviour at interfaces

the wave itself decays exponentially as one moves fthe interface [55, 61], as
opposed to propagating. The particle motion of tyige of wave is elliptical as
opposed to linear (see fig. 3.6).

In isotropic media, their slowness vectors are gbyaarallel to the 2-axis. However,
in anisotropic materials, the slowness vectors tnage a continuous path from one
surface to the next in a complicated motion asviiae ofy is adjusted. If the vector

is not confined to the interface, then the 3-congmbrof the wavevector has both a

real and an imaginary part. This behaviour is disoussed in 3.5.
3.3.5 Determination of wave amplitude

By this point, the phase vectors of all the waveghe system are known, having
rejected the waves with unsuitable group vectarns. dssumed, quite reasonably, that
the wave amplitudes and polarisation vectors ofiticelent waves are also known.
There remain six unknown properties that are téobed: the polarisation vectors of

the transmitted and reflected waves.

The case here is that of a rigid, perfectly bonui¢erface between two solids. Once
all displacements have been accounted for, therg bl no resulting displacement

along any of the axes. Thus one may write

3 3 3 3

pfbAUb +Zp]|__bALb =prbARb +ZpJTbATb
b?=,1 b;l b;l b;—,l
ZpgbAUb_l_ plz_bALb =Zp|;bARb +Zp'2|'bATb (3 5)
b?=,1 bgl bgl bgl '
Z éJbAUb +Zp:|3_bALb =Zp3RbARb +Zp;bATb
b=1 b=1 b=1 b=1

with unknowns appearing only on the right hand sifithese equations.

It is also necessary for the three stresses tivat @i@omponent normal to the interface
to equate. They are the direct stregsand the shear stresses ando,s. Hence one
also has
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zaza ia;wia;b
b=1

3 3
2‘713 +2.0 201§”+2013 . (3.6)

b=1
3

bZJ +Zsla Zsla 2023

These stresses, in terms of the Lamé constantsfingdl in 2.2 and strains as defined
in (2.10), are:

Ogs = A&y + 5y + E55) + 20l (3.7.a)
0,5 = 2U&,, and (3.7.b)
0,3 = 2UE,;. (3.7.c)

The stresses are also defined as (2.35) in thergeagisotropic case. Thus the
equations in (3.7) can be adapted:

du

O3 = Ca3060 = Caaa d_): : (3.8.3)
du

013 = Ciaq€ = Cray d_)qk and (3.8.b)
d

O3 = Coza€u = Coay % : (3.8.0)

The wave function definition (2.41) can be differated and inserted into (3.8),
where the exponential expression is common to etezrg and so can be eliminated,

leaving
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3 3 3 3
ZCSMAUbHUkaUb + chadAmeLbkkLb - chsklARb pRoKR? +ZC33KIATbnTbkka
b=1 b=1 b=1 b=1

3 3 3 3
zclé}kl AUb HUbkltJb + zclé}kl ALb mekilzb = chfikl ARb ankEb + zclé}kl ATb meki;rb
b=1 b=1 b=1 b=1

3 3 3 3
ZC23|<| AUb gUbkkUb + ZC23<| ALb ngkll_b = ZC23<| ARb IqRbkka + Zczgd ATb prka

b=1 b=1 b=1 b=1
(3.9)

with unknowns appearing only on the right hand sifithese equations.

The terms of (3.5) and (3.9) are then collectedsremge the coefficients of the
unknowns into a single matrix to which is multiplied a matrix of unknowidé The

left hand side, containing all the known amplitugeteft unchanged in a vectér

E=F¢& (3.10)

with:

3 3
Ub AUDb Lb ALD
D PPAT Y A
b=1 b=1

3

3
Ub AUb Lb pALDb
D P AT+ piPA
b=1 b=1

3

3
Z p?L)JbAUb +z p:l;:bALb
é = 5 b=1 b=1

3
z C33k| AU ° pIU ° kI:J ° + C33k| AL ° pIL ° kll<_ °
b=1

b=1

: (3.11)

3

3
Ub Ub,Ub Lb ~Lb, Lb
Z Cl3k| A p| kk + Cl3k| A p| kk
b=1 b=1

3

3
Z Coa AP pIU ° kI:J "+ Coa AP pIL bkkL °
b=1

b=1
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3. Bulk wave behaviour at interfaces

pRl pR2 pR3 pTl pT2 pT3
1 1 1 1 1 1
pRl pR2 pR3 pTl pT2 pT3
2 2 2 2 2 2
prt PR pre oIt pl2 Pl
F= 3 3 3 3 3 3
Caa lelkkR . Caa lezkE ? Caa leSklf : Caa pIT 1kkT ' Caa p|T2kkT ? Caa pIT 3k|<T °
Cia lelkkR ' Cia lezkkR ? Cia p|R3k|<R : Cia pIT 1kkT ' Cia pIT 2kkT ? Cia pIT 3kkT :
Coa Pk Coy p|R2kkR ? Coau p|R3kkR ’ Coaa P 'kt Coge | 2kkT 2 Coaa P’ 3kkT :
(3.12)
and
ARl
AR 2
, AR3
=) (3.13)
ATZ
AT3

The matrixF is inverted to solve the equation for the six umkn amplitudes.
3.3.6 Wave energy

The energy of the wave varies cyclically with theptacement, but only the mean
value normal to the interface is important, and rbaycalculated from either of the

following [62]:

2
W’ pV,
5 AoV, Zp = (3.14)
or
2
U. = ‘N Cyyy M (plj]pkkl *tP; pek) (3.15)

® 4

where * indicates the complex conjugate. In thglgimnterface casey is immaterial.
The net flow of energy parallel to the interfacalso immaterial. As the direction of
the group velocity tends towards the parallel te ihterface, the wave amplitude

tends to zero.
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3. Bulk wave behaviour at interfaces

This calculation can also be applied to an evamgsgave. A reain; implies a real
slowness vector and thus a homogeneous wave whareasnplexmg implies a

complex slowness vector and an inhomogeneous wdkie w
m=m'+im" (3.16)

and

3 3
u, = Ap, exp{— Wy m;’;xﬁ}exp{i D X, —tﬂ (3.17)
p1 5

=1
which is a plane wave in the direction of

ml

n'=s— (3.18)
m
with phase velocity
c= 1 (3.19)
m
and decaying exponentially in the direction
=L (3.20)
v
with decay constant
g =M (3.21)
mf

For arbitrary orientations aof’ andn” this is an inhomogeneous wave [52]. For this
type of wave, whem’-n"=0, the wave is evanescent and whérs parallel ton”, the

wave is homogeneous and damped.
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3. Bulk wave behaviour at interfaces

3.4 Single incident wave cases

The case shown in 3.3 deals with the maximum nurobevaves approaching the
interface, as permitted by the material. Howeusg,work in this thesis only needs to
consider the case of a single incident real (i@ evanescent) wave. Here the
variations to the procedure given in the previcion for a single incident wave are
reviewed, beginning in 3.4.1 with the single sdaid interface, by far the most
useful case. The cases described subsequentiy.iiy 3.4.3 and 3.4.4 are presented
for completeness. They were employed in early ¢ases and in validation of the

software tool.
3.4.1 Solid-solid interface

The computational process for a single incidenteniawnchanged until one arrives at
the point of calculating the wave amplitudes. ladt®f having six terms on the left
hand sides of (3.5), (3.6) and (3.9), there is by one. Thus in (3.10¢ now

becomes considerably more simple:

p A
Pz A

| |
e=| PR (3.22)
Caaq A PIM,
Cl3kl AI plI mll(
Coa A p|I m||<

where the superscript | represents the incidentewdwhere is no change to the
conclusion of the procedure. The reflection andhdmaission factors can also be
defined in terms of the appropriate property of ihe@dent wave. Thus, amplitude
coefficient factors are defined as

(pEb = and (I);b = (323)

Ib

Alb

for 1<b<3. Similarly, the energy coefficients are defined a
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3. Bulk wave behaviour at interfaces

URb UTb
¢§b = 3|b and (p;b = 3|b (324)
U3 U3

The amplitude and energy coefficients for a bounpd@tween two isotropic materials
(gold in the positive 3-domaitE = 79 x18 Nm?, v = 0.42,p = 19.3x16 kgm* and
silver in the negative 3-domaift, = 83 x1G Nm?, v = 0.37,p = 10.5x16 kgm*
properties quoted from [46]) are given in fig. &r a longitudinal incident wave and
in fig. 3.8 for a transverse incident wave from lasgof incidence €9'<90, having
been computed a software tool written for this tésde appendix B for a summary
software procedures used in this thesis). Theséideats are also shown for a
boundary between mild steel and austenitic steir8.9 for a longitudinal incident
wave and in fig. 3.10 for a transverse incident evdwa all figures, the critical angles

are marked, where discontinuities in coefficier#s be seen.
3.4.2 Solid-liquid interface

If viscoelasticity is ignored, then fluids can bensidered to be incapable supporting
shear and so only longitudinal waves can propadsetehe solid-liquid boundaries,
there is no longer perfect bonding since the ligaiftee to slide relative to the solid
so only the displacements in the 3-direction nealdrite across the interface. The
balance of stresses used in (3.9) still appliesthn system, there are only four
unknown wave amplitudes: three in the solid and iontghe liquid. If the incident
wave originated in the solid, the following are dise

psA
C..Ap'm
&=l O M), (3.25)
13 Py My
Coaa A p||ml|<
P ps? ps’ p;’
E= Caa p|R1mE1 Caaq p|R2mKRZ Caza leSmES Caza p|T1mKT1 and (3.26)
Ciya DM Cpgg PFAME? Cragg PEMEE Cpg pmy’t

R1,.,R1 R2.,R2 R3,,,R3 T1,,T1

C23kl pl rnk C23kl pl rnk C23kl pl rnk C23kl pl rnk
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3. Bulk wave behaviour at interfaces

ARl
, ARZ
&'=| s (3.27)

ATl

in (3.10). The equivalent stiffness matrix of thgld used in this case is

(3.28)

o O O O O O
o O O O O O
o O O O O O

The reflection coefficients and the transmissioafficient are shown for a boundary
between mild steel and water for an incident trars¥ wave in fig. 3.11. It can be

seen that most of the energy remains within thel steall angles.
3.4.3 Solid-void interface

Neither longitudinal nor transverse waves propagatbe void. Across this interface,

only stresses need to balance and thus the foltpteirms are used:

Caaq A plI m||<

E=|CyA'lpmy |[; (3.29)
Coa A plI m||<
Caaa MY Coagg PRPME? Cyg M

F =| Cly B Crgg pPmg? Cpg p°mg® | @nd (3.30)

R1.,R1 R2,.,.R2 R3,,,R3

CoaaPim:™ Cogp M= Coyp™m

ARl
&' =| AR? (3.31)
ARS

in (3.10) to solve for the unknown amplitudes. Ttase is used frequently in the ray-

tracing algorithms of the subsequent sectionsderoto model reflection from defects
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3. Bulk wave behaviour at interfaces

or the edges of the model. The reflection coeffitseare shown in fig. 3.12 for an
incident transverse wave in mild steel. At 30°,rheall the energy of the incident

transverse wave has been converted to longitudinal.
3.4.4 Multiple parallel solid-solid interfaces

The procedure begins by considering the multiplalfe interfaces as a succession
of single interfaces. By carrying forward the phasetors of the waves from one
layer to the next, the phase velocities, the greaptors and velocities, and the
polarisation vectors can all be found. The prode=somes rather simple when one
remembers that Snell’'s law holds for a system c¢om@g any number of parallel

boundaries.

However, not all the properties of the elastic vgawea system of multiple boundaries
can be determined in this manner. The wave amgitad phase require further

computation.
The change in phase between any two interfaces is

ad
c(plh)

A = (3.32)
whered is the thickness of the layer,is a vector normal to the interfaces amds the
angular frequency of the wave. The change in aogsitfor evanescent waves in-

between pairs of interfaces must be calculated glsen by
AA = exp{fadm} (3.33)

wheremy is the phase vector component normal to the iterfa value that has no
real component. Non-evanescent waves do not safteop in amplitude. The phase
shift is applied to the phase velocity vector, éimel amplitude shift is applied to the

polarisation vector by modifying its magnitude.

To complete the calculations, one must compilergelanatrix equivalent to thE
matrix of (3.10) to describe the entire systemdlbithe appropriate layers [32]. The

global matrix equation (analogous to (3.10)) is poed as follows. First, leE’ be

74



3. Bulk wave behaviour at interfaces

defined as the left or right half & (as required). Then, Iétof (3.11) be expanded,
giving

[Fba F2’tu]|:g:£d:| =[F, F2'td]|:5]:.u:| (3.34)
$au $2d

where the subscript t denotes waves at the top lajexr, b those which are at the

bottom of a layer, u those which are travelling apis, d those which are travelling

downwards, and the numbers indicating the matec@nting from the uppermost

semi-infinite space. The values®{y in (3.34) are known (they represent the incident

wave) but those af’,, are not, so they are moved to the right hand gidé)g

$1y
Fioofia =[Fiu Fou  Foul &0 | - (3.34)
2

The expressions equivalent to (3.34) for the subseijnterfaces are

$2d
$au
$3q
$au
$aq
O0=[Faq Fau Faa Faul ::?u (3.35)

4d

$au

0=[Fh Foon Fae Fawl

but that for the final layer (laye9) is

g(('x—l)d
Fx'tuf;uz[F(’x—l)bd F(’x—l)bu Friol E('x—l)u (3.36)
S
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3. Bulk wave behaviour at interfaces

which are combined into a single expression:

$1u
$au
$2
Fiou Fau  Fag S
p Faw Faoa Fau  Fag $3q
[Fiba F><’tu]|: ;d } = Faw Faoa Faw Faw o $au

. : $aq

F('X-l)bd I:('x—l)bu Fx,td_ :
S
E('x—l)d
L S |
(3.37)

where all blank spaces are filled with zeroes agiired. The matrix containing the

terms ofF ' is inverted and the equation is thus for the umkmamplitudes.
3.4.5 Multiple non-parallel solid-solid interfaces

In the case where the multiple interfaces are aoélfel, methods of solution would
be too complicated to develop analytically. Thiskgem is best addressed using a

ray-tracing approach, which is introduced in thetrehapter.
3.5 Evanescent waves and critical angles

In this section, the evolution of the position bktintercepts with the slowness
surfaces is discussed pss adjusted. Consider an interface between ismtrgpld
and silver, with the incident wave in the gold mnizle At each point where the
slowness surface intersects with the 2-axis, tieesm associated critical angle and a
change occurs in the nature of the waves. In fit3,3he slowness surfaces are drawn
in half-space about the 2-axis for clarity. In thggire, the slowness surface is divided
into domains at each axis intersection for an iecidransverse wave. FOEy,
there are six real waves. At each critical anghee or two of the propagating waves
become evanescent ass increased. The wave types for each domain laoers in
table 3.2.
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3. Bulk wave behaviour at interfaces

The equivalent behaviour in anisotropic solids mencomplicated due to the form of
the SV slowness surface. In fig. 3.14 and table tB& evolution of the wave types is
charted ag is increased. Whenpasseg;, the two longitudinal waves (one reflected
and one transmitted) meet at the interface andrbecevanescent, with one wave
decaying in the positive 3-direction and the ottieraying in the negative 3-direction.
At y», the evanescent waves meet the transverse slovawstsce and become
transverse, adding to the four other transverseewavthe system. Ag, each pair of
transverse waves above and below the interface todetcome a pair of evanescent
waves once more. Only the two SH waves are propagat this stage. If,<y is

possible, then the two SH waves meet at the irterdad all waves are evanescent.

In fig. 3.15 and table 3.4, a similar system isesbed where the elastic constants
have been rotated -20° about the 1-axis. Similaabeur is observed of evanescent
waves in this case. There is a very small domaiwdsny, andys, where there are
Six propagating transverse waves and no evanes@aes. In contrast to the previous
case, here it is the SV wave that is the last tolme evanescent.

3.6 Summary

In this chapter, the principles of chapter 2 hagerbapplied to the interaction of bulk
waves with interfaces of various natures. It hasnbdemonstrated that it is not a
trivial matter to predict how many propagating eeted and transmitted waves there
are for a given value of, or even to predict what wave types and how mdrgach
wave type are present. Accurate and reliable ptiedE are important for the ray-
tracing tools of the following chapters, and theuess explored briefly here are used to

explain many instances of unexpected ray behaviour.
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3. Bulk wave behaviour at interfaces

Table 3.1  Material properties for the transversely isotrogistenitic steel.

Material parameter Value

Cu 249x10 Nm™
Crz 124x10 Nm“
Cis 133X16 Nm_2
Cas 205x10 Nm™
Cua 125x10 Nm“
Css 62.5x10 Nm™

P) 7.85x10 kgm®

Table 3.2  Wave behaviour and wave types present at thefaggshown in fig. 3.11.

Snell constant range

Longitudinal incident wave| Trasverse incident wave

O<rsn1 3 reflected and 3 transmitted waves
X1 <0502 transmitted longitudinal wave becomes evanesddhta
critical angle; 3 reflected, 2 transmitted and areascent
wave
X2HA3 reflected longitudinal wave
becomes evanescent; 2
reflected, 2 transmitted and|2
N/A evanescent waves
X3K transmitted transverse waves

become evanescent; 1
reflected and 5 evanescent
waves

Table 3.3  Wave behaviour and wave types present at thefaceshown in fig. 3.12.

Snell constant range

Wave behaviour

Osr=n 3 reflected and 3 transmitted waves
X1 <0502 the longitudinal waves become evanescent at ttieatr
angle; 2 reflected, 2 transmitted and 2 evanesganés
A2=<0<x3 the evanescent waves become SV transverse abrbawes
of the slowness surface; 3 reflected and 3 transdwaves
where all waves are transverse
XX all four SV waves meet at the convexes of the sé&ss

surface; 1 reflected, 1 transmitted and 4 evanéscaves,
where the evanescent wave solutions are not cahfmthe
interface
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3. Bulk wave behaviour at interfaces

Table 3.4  Wave behaviour and wave types present at thefaggshown in fig. 3.13.

Snell constant range| Wave behaviour

O<rsn1 3 reflected and 3 transmitted waves

X1 <0502 the longitudinal waves become evanescent at theatr
angle; 2 reflected, 2 transmitted and 2 evanesganés
where the evanescent wave solutions are not cahfmte
interface

X2<K3 the evanescent waves become SV transverse abribaves
of the slowness surface; 3 reflected and 3 tramsdwaves
where all waves are transverse

A3=<<A4 two SV waves meet at the convex of the slownedase; 2
reflected, 2 transmitted and 2 evanescent waves
x4y two SH waves meet at the convex of the slownedacairl

reflected, 1 transmitted and 4 evanescent waves

Figure 3.1 Slowness surfaces of transversely isotropic austesiainless steel: (a) cross section in
the 23-plane; (b) longitudinal surface and (c) &hjdransverse surfaces.
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3. Bulk wave behaviour at interfaces
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Figure 3.3 Six incident and six scattered waves correspontirgaich material either side of the
general 12-interface, giving twenty-four wavesatat. Only twelve of the waves are

valid.
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3. Bulk wave behaviour at interfaces

Figure 3.4 Six incident and six scattered waves sharing ttedl 8anstanjy at a general interface.

Figure 3.5 The 3-component of the group and slowness vectersfeopposite polarity.
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Figure 3.6 Wave amplitude variation with distance from the &tage for a propagating wave
(above) and an evanescent wave (below).
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Figure 3.7 The amplitude coefficients (left) and the energgftioients (right) of reflected and
transmitted waves at an interface between goldsdwelr, with an incident longitudinal
wave originating in the gold material (solid lineeflected longitudinal (RL); dashed
line — reflected transverse (RT); dashdot lineangmitted longitudinal (TL); dotted —

transmitted transverse (TT)).
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Figure 3.8 The amplitude coefficients (left) and the energgfioients (right) of reflected and
transmitted waves at an interface between goldsdwelr, with an incident transverse
wave originating in the gold material (solid lingeflected longitudinal; dashed line —

amplitude coefficient

reflected transverse; dashdot line — transmitteditadinal; dotted — transmitted

transverse).
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Figure 3.9 The amplitude coefficients (left) and the energgfioients (right) of reflected and
transmitted waves at an interface between mild ste austenitic steel (without rotation
of elastic constants), with an incident longitudiwave originating in the mild steel
(solid line — reflected longitudinal; dashed lineeflected transverse; dashdot line —
transmitted longitudinal; dotted — transmitted #eerse).
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Figure 3.10 The amplitude coefficients (left) and the energgftioients (right) of reflected and
transmitted waves at an interface between mild ateg austenitic steel (without rotation
of elastic constants), with an incident transvevage originating in the mild steel (solid

amplitude coetticient

line — reflected longitudinal; dashed line — refgttransverse; dashdot line — transmitted

longitudinal; dotted — transmitted transverse).
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Figure 3.11 The amplitude coefficients (left) and the energgftioients (right) of reflected and
transmitted waves at an interface between mild ste water, with an incident
transverse wave originating in the mild steel (titie — reflected longitudinal; dashed
line — reflected transverse; dashdot line — tratteshiongitudinal). There is no

transmitted transverse wave.
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Figure 3.12 The amplitude coefficients (left) and the energgftioients (right) of reflected waves at
an interface between mild steel and a void, witlinaident transverse wave originating
in the mild steel (solid line — reflected longitodl; dashed line — reflected transverse).

There are no transmitted waves.
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Figure 3.13 Wave behaviour at an interface between gold andrsils described in table 3.2.
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Figure 3.14 Wave behaviour within austenitic steel (withoutat@in of elastic constants) as
described in table 3.3.
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Figure 3.15 Wave behaviour within austenitic steel (elasticstants rotated -20° about 1-axis) as
described in table 3.4.
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4 Development of the ray-tracing model

4.1 Introduction

The work in chapter 2 relating to the propagatidrelastic waves and chapter 3
relating to the interaction of these waves witteifdces is applied to a ray-tracing

function within a simplified model of an austenisiteel weld.

The general purpose computer model in this chdmsrbeen particularly inspired by
the algorithm that describes the weld within RAYTIR\ an advanced program
which has seen use in industry [63]. This versdtilel composes and analyses
models, commonly of austenitic steel welds, of ragydimensions, wave types and
angles, and transducer and probe types. It has keewn to assist in the
development of new inspection techniques, the tamluof uncertainty of detection
and the assessment of probe coverage [22, 64sltbnfirmed that there are areas in
the weld that may be difficult to inspect, andastbeen demonstrated that waves may
be sparse in particular regions and dense in othetkis way the technique is able to

inform the optimum choice of wave mode and anglmpfit [65].

Several software tools to effect ray-tracing haveerb produced for various
applications, for instance, CIVA is a function thexcels at the imaging from
ultrasonic and eddy current inspection of isotrcgteels [66]. Other functions such as
OXRAY, TRAX and their variations and successorsenbeen compiled in Oxford
and Bordeaux, and are currently used in the parptlysics field [67]. Some tools
may focus solely on the interface problem, suctSBECTRUM [68], which also

offers an array of signal processing, data ca@unckvisualisation tools.

87



4. Development of ray-tracing model

The key novelties of this algorithm used in thiedis are in its application for the
purposes of general imaging in inhomogeneous arsbtaopic materials, and in its
ready future adaptability in the context of the &idvork of which this thesis forms
part.

4.2 Weld model

The weld is modelled as an inhomogeneous and anjsotregion surrounded by a

homogeneous and isotropic material on either sde fig. 4.1), which also serves as
the ray-tracing environment. The inhomogeneityh@ model broadly corresponds to
the shape and pattern of the internal grain stracttor simplicity, the precise grain

structure is ignored and furthermore, an assumpsianade that the orientations of
the grains are random with respect to the axis abtmthe standard cross-section.
Thus the transversely isotropic material of thevjongs chapter is very much suited to

this weld model.

The simplified weld model contains no grains frdma multiple weld passes, nor does
it explicitly include the natural grain structuieaccounts for the fact that the elastic
constants vary according to the position within Weld. The orientationg of the

elastic constants relative to the global axis systee given by [56, 69]

—arctarET’(Dr * ztana,)} y>0

y’]l’
8= %’ y=0 (41)
arctarET' (D'(+ zt,;ana,)} y<0
_y |

wherey andz are coordinates in a system whose origin is abtiteom of the weld
centreline (equivalent to the 2-axis and 3-axistesysof the previous chapter],
(generallyT>0.0) is a constant proportional to the tangentthefcrystallographic z-
axes at the weld preparation boundarieis, a parameter governing the rate of change
of angle withy, D' is the distance from the centreline to the bottmmmer of the weld,

anda is the angle that the boundary between the wetllth@ surrounding material
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4. Development of ray-tracing model

makes with the centreline. Each of the four weldapeeters may take a different

value for the right and left sides of the weldjraicated by the subscripts r and I.

The significance of the parameters is illustratedig. 4.2. In fig 4.3, several weld
models are shown with values ©fin the range 051<10.0 and values of in the
range -10.84<10.0. A variety of different weld models can be geted, buty|>5.0
andT<0.5 tend to produce welds with too little variation elastic constant orientation
for illustrative purposes. For the demonstratidmsughout this thesis, values Bfl

andzn=1 are used.
4.3 Ray-tracing procedure

An overview of the ray-tracing procedure is desadithhvere upon the assumption that
it originates in the homogeneous region. Initialyray is given a starting point and a
phase vector. Other properties for that ray, sushthe polarisation vector, are
determined using, for example, the slowness surbadée theory in chapter 2. The
ray is allowed to travel along its energy vectajuigalent to its group vector) as far
as necessary until it leaves the model edge, aagtesd occurrence due to the
enclosed environment. One then searches alongatheath for intersections with

interfaces of any kind. The procedure that follawven depends upon what type of
interface the ray had crossed first. All the pdssibutcomes are listed here as

subsections.
4.3.1 Side walls

An infinitely wide (i.e. infinite extension in thedirection) weldment is approximated
and for this reason the ray terminates at the widk. The point of intersection

between the ray path and the side wall is consitlerde the last position of the ray.
4.3.2 Backwall and top surface, incident in homogesous region

The ray is arrested at the point of intersectioth isrtreated as an incident wave upon
a single interface as described in chapter 3, la@@ppropriate choice of reflected ray
completes the process. In the case of the backwhbire mode conversion may be

effected, the global axes of the model are uswdilyady aligned with the local axes
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4. Development of ray-tracing model

of the single interface problem. If the requirefleeted ray is not available, then the

ray terminates. The ray is terminated at the tofasa in all cases.
4.3.3 Weld boundary, incident in homogeneous region

The process is similar to that described abovethsita transmitted wave of the same
mode that is sought here. The global axes of thebmaf elastic constants must be
rotated as appropriate by an an@lesay, to match those of the local axes in thelsing
interface problem

C.« = RCR" (4.2)
with
cosd 0 sin’ @ 0 -2sinfcosd O
0 1 0 0 0 0
sind@ O cos’ 4 0 2sindcosf 0
R= @43
0 0 0 cosd 0 sind
sindcosd 0 -sindcosd 0 cosd-sin’d 0
0 0 0 -sind 0 cosé

and where superscripted Tr indicates that the pi@sesis required. Similarly, the ray

vectors must be rotated with

cosg¢ 0 sind
Per = O 1 0 Ip (4.4)
-sind 0 cosf

and with equivalent expressions foandV. Sometimes, a transmitted ray cannot be

found and must terminate at the boundary.
4.3.4 Nonphysical boundary

When the ray is within the weld, the ray is arrdsaéter travelling for a certain period
of time (choice of time of step to be discussed.m 1) rather than being allowed to

propagate indefinitely. A boundary is applied ageach time step to account for the
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variation in local material properties. The origi@a of the boundary is assumed to
lie parallel to a line joining points of constatdstic constant orientation and passing
through the ray’s current position. The global aaes rotated and the properties of
the material above (that is, after rotation) thteriface are those of the last position of
the ray (labelled,; in fig. 4.4) and the properties below are thosdhef current

position of the ray (labelled,). This process is repeated until the ray leaves th

inhomogeneous region.

If the weld model is entirely homogeneous then mgsjpral boundaries never need be
applied and thus the process of 4.3.4 is unnecessal the processes of 4.3.5 and
4.3.6 are replaced by those of 4.3.3 and 4.3.¢hfar respective purposes.

4.3.5 Weld boundary, incident in inhomogeneous regn

The procedure at the weld boundary varies onhhgliglepending on whether the ray
approaches it from the homogeneous or the inhonemgenregion. When the ray is
incident in the inhomogeneous region, the procedtie3.4 needs to be applied one
last time before the weld boundary.

4.3.6 Backwall and top surface, incident in inhomagneous region

If the ray encounters the backwall within the infog@neous region, the procedure of
4.3.4 also needs to be applied for the same reasothe top surface, the ray is

terminated.
4.3.7 Crack-like defects

Ray interaction with the defect, incident in thentomeneous region and the

inhomogeneous region proceed as reflection destiibé.3.2 and 4.3.6 respectively.
4.3.8 Subsequent procedure and overview

Having applied one of the procedures above, thesragsigned its new starting point
and phase vector. The cycle then repeats as dedailthe start of this section until
the ray terminates. In overview, the ray path igeined by the propagation across a
succession of nonphysical and physical bounda@essiderable beam distortion is
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observed in the weld model, no matter which wavesid. In fig. 4.5, P, SV and SH
are introduced in a 45° scan with (P and SV onlyl avithout mode conversion,
where the transducer effect has been modelled sigjlaly-diverging beam. These
examples shows the relatively complicated behavaduhe SV wave as compared to
the P and SH waves. To reinforce this observatiofig. 4.6, the wavefronts from a
point source within the weld are shown at increnmgntime indices for different

wave types. This ray-tracing algorithm is put te nsainly for the following tasks:

e To predict ray deviation in inhomogeneous ands@nopic materials, such as
austenitic welds;

e To predict ray interaction with and reflectiororit simple phenomenological
models of crack-like defects;

e To qualitatively predict coverage for a particulay angle from a given ray source
location and;

e To illustrate phenomena unique to inhomogeneacatemals.
4.4 Special cases

Particular care must be taken with some speciasctzat arise with respect to the
ray-tracing procedure due to the assumptions ofwk&l model or the material
anisotropy. Many of these issues first arose asodimuities in the visualisation of
wave field properties (see 6.4). It is generallfes&o terminate rays than to allow
them to propagate in circumstances where discatiBeumay arise, and the
subsections below list several cases where thibgaphy is applied to the ray-

tracing.
4.4.1 Transverse wave selection in isotropic mateis

The transverse waves in the transversely isotnoiterial are classified as either SV
or SH with no other possible polarisation. In tlemeral isotropic material, there are
no such restrictions on the polarisation of th@sverse waves; the only criterion is
that the two transverse polarisations be perpetaticio one another and

perpendicular to the P wave that shares the samaets vector. The ray model thus

forces one of the transverse waves to adopt adriak polarisation vector (along the
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1-axis). The polarisation of the other transverseems the result of the cross product

of that of the first transverse wave and the P wadvtbe same slowness vector.
4.4.2 Ray termination in inhomogeneous anisotropimaterials

In the inhomogeneous material, the elastic consteimhnge only in small increments
with every step of the ray. In some cases, raysit@te at the nonphysical boundaries
as seen in fig. 4.7. The slowness surfaces comelspg to the nonphysical boundary
where the ray terminates are shown in fig. 4.8 mieation was the result of the

inability to find a transmitted wave of the sampdydue to the apparent rotation of

the elastic constants as seen by the ray.
4.4.3 SV wave selection in anisotropic materials

Following the SV wave is a nontrivial matter if theis more than one solution
available from the slowness surface. This can odeeguently within welds at
nonphysical boundaries. In fig. 4.9, the slownesdases at one such case are
observed. There are three possible transmitted swafvevhich two are SV. Since it is
important that there be no discontinuity in the pagh, one must endeavour to select
the ray that more closely resembled the incidegyt Haone does not, then sharp
changes in ray course are observed, as seen kh1i@. Thus the transmitted SV wave

with the greater amount of energy is selected haather is discarded.

If the transmitted ray of the same energy is a@kpthen it is of the same mode, then
on occasion, another case of ray redirection maghserved as shown in fig. 4.11.
The boundary interaction at the point of ray temtion is shown in fig. 4.12. In order
to avoid abrupt changes in ray course, the soludon accept ray transmission past
the nonphysical boundary only if the scattered sghyhe maximum energy also has
the same mode as the incident wave at each stepclifa ray cannot be found, then

the ray must be terminated.
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4.5 Programming considerations

4.5.1 Time of step

On the whole, it can be said that the length of thme step (within the
inhomogeneous region) should not be too small, esinalculation time would
increase, and should not be too large, since tauton would suffer. The time step
should be chosen such that small alterations ilergth do not significantly affect the
ray course. In fig. 4.13, equivalent ray-tracingtplare shown for a P wave source for
varying values of the time step length and in figl4, a plot of the ordinate of the
final ray position versus the step length is shokor. time steps greater than 2s0
changes in step length have a proportionally gresfect on ray course due to a lack
of resolution within the inhomogeneous weld. As titee step is reduced, the

ordinate tends to a limit value.

However, one can reduce the time step too much. rié#od described in 4.3.4

works by computing the elastic constant orientaioha series of points arranged in a
ring whose centre is the current location of the fiehe boundary angle is that of a
line joining the point in the centre of the ringtt@ point in the ring that has the most
similar orientation. The radius of this ring is omendredth of the radius of the time
step and so if the time step is too small, thectdlations in ray path once again
become significant (evident in fig. 4.14) due torauical underflow. For this thesis,

the chosen time step is L2
4.5.2 Reflection from the backwall within the weld

It has been decided that rays should be terminatesh reflecting from the backwall
for the following cases: (i) P wave with mode camsven (fig. 4.15(b)) due to limited
ray reflection; (ii) SV wave without mode conversi@ig. 4.15(c)) due to incoherent
ray reflection and (iii) SV wave with mode conversi(fig. 4.15(d)) due to limited ray
reflection. This leaves the following modes forleefion: (i) P wave with mode
conversion (fig. 4.15(a)) and (ii) SH wave, for winithere is no mode conversion.
The reason is to avoid situations where small cesurig incident ray properties lead

to abrupt changes in ray course.
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4.5.3 Implementation

The programming of the ray-tracing and of subsetjgeftware tools in this thesis
based upon ray-tracing is carried out in FORTRANS(J/70]. FORTRAN is chosen
for its superior speed over MATLAB [71] and for thienplicity and ready availability
of the software package of IMSL Fortran Numericdbraries [72] for advanced
mathematical functions. The ray and weld visualsatis carried out using
MATLAB. A summary of the software procedure usedhis section may be found in
B.3.

4.6 Summary

This chapter has presented an overview of the remyAg procedure within a
previous-developed weld model, a fundamental psdgmt is to be used in
subsequent chapters of this thesis to form images ta perform the Fermat
transformation. Ray selection and termination issutlee choice of the time of step
and programming languages were shown to be patlgumportant issues to ensure
realism of ray-tracing. A validation of the raydiag method is shown in the next

chapter, before its application to imaging in cleapt and 7.
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Figure 4.1 General schematic of the ray-tracing environment.

Figure 4.2 Weld parameters of the model.
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Figure 4.3 Orientations of the elastic constants in the welglan for varyingl’ and.
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Figure 4.4 Ray interaction at a nonphysical boundary, illustathe (a) global system and (b) the
local system.
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Figure 4.5 Beam-steering through welds and reflection at #ekivall for a variety of wave types.
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Figure 4.6 Evolution of wave fronts for a point source withire weld at a selection of time indices.
Source position at cross. Gaps in the wavefromtvigible.
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Figure 4.7 Ray termination at a nonphysical boundary withimeld for an internal SV point
source.

99



4. Development of ray-tracing model

,—— evanescent pair

evanescent pair
>2

4
o— Vot

\ transmitted

evanescent

Figure 4.8 Slowness surface diagram at the point of ray teation in fig. 4.7, showing slowness
surface for the incident and reflected waves andhie transmitted waves with the Snell
constanjy. No transmitted waves are present and only oectefl wave is available
(solid line — transmitted surfaces; dashed lineflected surfaces).

Figure 4.9 Slowness surface diagram at the point of changayimirection in fig. 4.10, showing
slowness surface for the incident and reflectedesand for the transmitted waves
(solid line — transmitted surfaces; dashed lineflected surfaces).
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SV source
h 4

sharp change n
ray direction

A

Figure 4.10 lllustration of a sharp change in ray direction tuémproper selection of SV wave.
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Figure 4.11 lllustration of (a) a sharp change in ray directitue to inappropriate continuation of SV
wave. Problem is solved by (b) terminating theaathis point.
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Figure 4.12 Slowness surface diagram at the point of changayimirection in fig. 4.11, showing
slowness surface for the incident and reflectedesand for the transmitted waves.
Despite the fact that there is transmitted SV wawaglable, the correct decision is to
terminate the ray to avoid a sharp change in raction (solid line — transmitted
surfaces; dashed line — reflected surfaces).
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Figure 4.13 Variation of ray course for an incident P wavetaslength of the time step is adjusted.

102



4. Development of ray-tracing model

ordinate of final . :

ray position /mm
20}

10+

limit value —¥—

U 1 1

oscillation as time step
becomes too small

05 1.0

chosen time step:
0.2ps

1.5 20 25 30 35 40

length of time step / pis

Figure 4.14 Variation of ordinate of final ray position frongfi4.13 for an incident P wave as the
length of time step is adjusted.
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Figure 4.15 Reflection of waves from the backwall within thelgvéor varying ray types. Only in
case (a) are all waves reflected.
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5 Validation and application of ray-tracing model

5.1 Introduction

The aim of this chapter is to validate the rayitrganodel of the previous chapter.
This is done using a simple Finite Element (FE) eldd predict the scattering of a
simulated wave at a single interface. The reshig tare compared to the predictions
of the ray-tracing model. Given that the ray-trgamodel is but a succession of single
interfaces, close comparison and agreement of thgewproperties would be
considered to be validation of the ray-tracing niode

The generalities of the FE modelling, the detailthe model and then the processing
of results are viewed. Afterwards, the FE modelthd weld is presented and an
example as to how ray-tracing principles might pplied to aid inspection planning

is finally shown.
5.2 Overview of the FE method

The principle of the FE method is to solve probldmseplacing a large and complex
structure with a number of smaller and simplerditites. It is also applied where the
original structure may not be complex but eveng thke place within are complex.
The smaller structures are ‘elements’ of the cantin of the original material. The
elements are connected to one another by sharimgnoo joints, called ‘nodes’.

Other nodes may also be positioned in the elenmatior. Thus the variation of the
field, be it a field of force, displacement or sowier quantity, is approximated

throughout the continuum according to the goversimgpe functions.
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Equations that govern the physics of the systentaltected (in this application, they
would be the relations between displacement, stmaghstress), arranged into matrices

and solved.

Although the FE method finds approximate soluticateer than exact solutions, there
are many instances where this is an essentialsinoé the corresponding analytical
methods may fall short of finding even approximsaéutions. A key advantage of FE
Is its scalability. Models can easily be refined dscreasing the element dimension,
thus increasing the resolution of the mesh. Theaqimated solution then tends

towards the exact solution, though at the expefhseraputation effort.

The FE method, being historically applied to proideof a mechanical nature [73],
now finds a broad range of engineering and scieqg®ications, including thermal

conduction, fluid dynamics, electric and magneigtds and even pure mathematical
problems [74]. With the advent of the digital cortgguand increasing processing
power, meshes of increasing resolution can be graglorhe method is versatile and
extensive, as attributed by the wealth of literatpertaining to the topic (such as
Bathe [75]) and by the many different types of edats available.

5.3 Validation procedure

The FE model is generated using the software pacR&AQUS/Explicit [76], being
suited to events involving brief and rapid defonmas$ such as the process associated
with the formation of an ultrasonic wave. The mod®lustrated in fig. 5, uses a
standard two-dimensional spatial discretisation posed of square elements
(CPE4R) with linear shape functions and four nodeksere each node has two
degrees of freedom with respect to displacemeng. mbdel is concerned with the
propagation of bulk waves and so is composed ohBDoplane strain elements in
order to approximate a material that extends itdipiin the direction out of the plane
of the model. This means that only P and SV waaespropagate within the model
since their polarisation vectors lie in the plarfeenergy propagation. Thus the
validation presented in this chapter does not weolhe SH wave due to the
prevention of displacements to the normal of thenel Furthermore, as long as the
active plane coincides with that of the anisotragbythe material, then by definition
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the polarisation vector of the SH wave is alwayspeedicular to that of the

corresponding P and SV waves and no energy camah&érred between them.
5.3.1 Discretisation

The spatial discretisation in the computation iglent satisfy the following condition
[77]:

A

—n > Ad (5.1)

15
where/lmin is the shortest wavelength at the centre frequendlie waves present in
the simulation and/d is the dimension of the element. This is to misEnerroneous
wave propagation distortions and inappropriate ddpece of wave speed upon
direction of propagation. The temporal discretmafjtime stept) is chosen to satisfy
the guidelines given by [77]

Ad
d< 08—
v (5.2)

max
to ensure numerical stability of the solution.
5.3.2 Absorbing region

An absorbing region [78] is placed around the dontai reduce reflections so that
results can be more easily extracted from the sitinls and that a smaller FE model
can be employed for our purposes. The absorbireydagre placed at the model edge
where they dissipate energy according to a damfaiogr, built into the ABAQUS

environment, whose magnitude is governed by the&duhction

3
X
I:dampingD( ] ; OZXEWabsorb (53)

absorb

where Wapsorh IS the width of the absorbing layer ards the distance through the
layer, starting at the interior. Both terms are suead in units of distance as used by

ABAQUS. The constant of proportionality depends tbe size of the model and
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empirical observations suggest that a suitableevafithe damping factor limit would
be in the region of 400@usom If the damping factor limit is too high, numeilica
stability is adversely affected and if the limitte® low, energy will be reflected back

into the propagating space. A schematic is showigirb.2.
5.3.3 Simulations of wave interaction with a singlenterface

The models are square of which the sides are 60miength and divided into 600
elements, including the absorbing layer of 100 elet:t P and SV waves are
introduced in separate simulations at frequendie®0kHz and 200kHz respectively.
Though these frequencies appear to be rather Ibe/,number of elements per

wavelength is safely in excess of the requiremeastatbd by (5.1).

The wave is introduced into the structure througdsgribed displacement of a series
of nodes along the top of the nonabsorbing regiorthe form of a two cycle tone

burst modulated by a Hanning window (shown in 5igR)

B(b) = %{1— co{ Zﬂ(b_l)ﬂsir{ém(b_l)j 1Sbsng .

nsamples nsamples

(5.4)
B(b) = O r]samples< b

with nNsamples@s the number of time samples in the toneburse d$sociated time

values are

(b - l) ncycles

K(b,d)=""—

+laeay(d) - (5.5)

samples

For the production of a coherent wave, a time detaprescribed in (5.5), as a

function of the node indect

(d -Dwsindb ¢

tie(d) =
de'&'ﬂx ) (nnodes_:l-)C

or 1§dSnn0des (56)
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and wherew is the width of the oscillating area afids the angle between the phase
vector and the perpendicular. Each node is madsditlate with the same amplitude
with a directly-enforced predetermined polarisatiector. This principle is illustrated
in fig. 5.4. The method explained here holds troreoth isotropic and anisotropic

materials.
5.3.4 Processing of results

Where possible, the following properties of therfd &V waves reflected from the
interface and of the P and SV waves transmittetl thasinterface are compared: the
phase speed (the magnitude of the phase velotity)phase angle; the polarisation
angle and the group angle. The three angles arsuresh anti-clockwise from the

positive horizontal axis.

The results are extracted in the form of displacgriene history functions from
selected nodes (recording nodes) at certain kegigus within the structure. Given
that there are no SH waves, there are then fiveesvavthe system: the incident wave,
two reflected waves and two transmitted waves. ith 5.5, suggested positions
(labelled a and @) for recording nodes for a typical case are shollre nodes are
positioned such that all the scattered waves oh dige of the interface cross the
monitoring position at some time. They lie slightlyay from the interface to allow
the waves of different modes to separate from oneth&r before passing the

monitoring position.

To determine the polarisation angle of a wave enRE simulation, the displacement-
time histories are extracted and separated asregfjto isolate each wave. They can
be processed to verify the properties of the geedraaves. The horizontal(t) and
the vertical displacememi(t) functions are extracted. The Hilbert transfornerapor

H, defined as

H{x} = 7_11 f:%dt (5.7)

is applied to each of these functions. The tramsfas analysed for the maximum

magnitudes and the inverse tangent of the ratrna{imum amplitudes
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Hie, () (5.8)

arcta
H{e, (O}

yields the polarisation vector, and thus its ang¥jch can be compared to the

theoretical prediction.

Recording nodes are not used to measure the gnogip.dnstead, it is computed
from the group vector, measured visually from tHe dimulations (see fig. 5.6) by
observing the change in the position of the pathefwave with the largest absolute

amplitude between snapshots, corresponding to krtiomas, of the entire domain.

The phase vector and the phase velocity are comhp#dhe phase spectrum method,
previously presented by Sachse and Pao [79]. Herevéctor is computed through
measurements of displacement histories from threges close to one another
arranged in the shape of a right-angled triandjie;Hiorizontal component of velocity
being computed from the pair of nodes lying hortabto one another and the vertical
component of velocity being taken from the paingywvertical to one another. Let the
received time signal functions be definedyg$) andgy(t). Then, upon the assumption
that there is no frequency-dependent damping, theiér transforms of the signals

are

F{g,(t)} =[F{g,(t)}explig} } (5.9)

F{g, (1)} =[F{g.()} expli¢,}

having been written as the product of the spedteanplitude and of the phage The
difference in the phase spectt@=¢;—p, and thus the phase velocity can be expressed
in terms of an indek, that varies from 0 to®2in a step size that is dependent on the

number of data points originally recordegmpies

27bAd

c(b) = m for 0<b< Nsamples (5.10)

The components in turn are calculated from theeckfice between the two phase

spectra, and are combined to yield the phase ¥glaad the phase vector. A more
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thorough description of this method, and an ovevva an alternative procedure

known as the amplitude spectrum method, may bedfauRiatucha et al. [80].
5.4 Validation results

The results of the comparison are presented forc#ses of an interface between
transversely isotropic steel (properties listedtable 3.1) and isotropic mild steel
(properties listed in table 2.2), with the wave reeuin the isotropic mild steel (see
fig. 5.7), and an interface between two transvgrssbtropic steels at different

orientations of elastic constants (fig. 5.8).

Good agreement is found between the predictedctetleand transmitted wave
properties for both cases, as indicated by the EHets across a range of different
phase angles. Consistency in the methodologieif techniques is demonstrated
and some of the small differences within the conspar can be explained by the
nature of the coarse spatial discretisation offBemodelling. It is also observed that
the effectiveness of the absorbing region lesseitis migher angles of incidence.

Consequently, for input phase angles higher th&?,3&liable results are difficult to

extract (this is also noted in [78]) and are mdkely to be corrupted by other signals

reflected from the absorbing boundary.

Ray-tracing is the repeated interactions of a rdly successive interfaces and since in
the limiting case, ray propagation can be consitleseinteraction with an unbounded
number of boundaries between pairs of homogenea@isrials, it is concluded here

that the validation is applicable to the whole teacing model.

The next section introduces the FE weld model. &ltgh accurate validation cannot
be achieved for the weld model as easily as ithmifor the FE model of the single
interface above, it is possible to qualitativelyrmgare the results of the model to ray-
tracing predictions and to demonstrate that the esapmenomena due to
inhomogeneity are common to both.
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5. Validation and application of ray-tracing model

5.5 FE weld model

An FE model of the entire weld is also construdtedtudy ray propagation. Unlike
the model described in 5.2, this model uses bo#uglateral (CPE4R) and triangular
(CPE3) elements. The weld model is surrounded threrthree or four sides by an
absorbing region, depending on whether or not battkmgflection is required. The
FE model dimensions used (shown in fig. 5.9) is #@ction and the next section are

chosen to match those of the ray-tracing modeildaaalitative comparison.
5.5.1 Model structure

The elements of the model fall into one of eightgaries, depending on their forms
and their material properties. All the trianguléereents are given a ratio of height to
width of 2.5 in order to create the angle requaethe interface between the weld and
the surrounding material (shown in detail in figl®. This particular ratio is also

chosen to simplify the elemental discretisation mwhadjusting the scale of the model.
A FORTRAN routine controls the specific mesh getieraand assigns the spatially
varying material properties. The introduction of flhcident wave occurs in the same
manner as in 5.3.3. The ABAQUS/CAE viewer is usednonitor the progress of

wave propagation. Qualitative comparisons betwdéenRE and ray-tracing models

can confirm the presence of phenomena associatbdanisotropy, such as the beam-

steering shown in fig. 5.11.
5.5.2 Modelling of crack-like defects

Crack-like defects modelled in this environment a®nitesimally thin, and are
formed by detaching a series of elements as idtesdrfor a vertical crack in fig. 5.12.
Each node is duplicated, then the duplicate is ectaa to the nodes on one side of

the crack and the original is left connected toasodn the other side.
5.6 Application to inspection planning

Commonly used manual inspection situations takeamidge of tip diffraction, or

direct or half-skip (scenarios where the ray refletom the backwall) reflections
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from the face of the crack [81] whether it is tod&the bottom of the weld or at the

fusion face.

Various inspection scenarios for this crack positave illustrated in fig. 5.13. For
half-skip and full-skip inspections, the followimgtation is adopted and will continue
to be used in this thesis: P.SV-SV, say, indicdbed a longitudinal wave (P) is
emitted, reflected from the backwall as a transversve (SV), interacts with the
image point (indicated by the hyphen) and thereotfld as a transverse wave (SV)

without reflection from the backwall.

A possible application of the ray-tracing modeirtspection planning is demonstrated
here, using weld parameters as defined in tableld flg. 5.14, a beam of SV waves
is introduced into the weldment in a scenario wheis strongly suspected a crack
exists near the root of the weld. If one does akétaccount of weld inhomogeneity,
it might be assumed that beams steered at 40°et;mmdhmal would give a strong
reflection of energy back to the transducer for déineangement shown in fig 5.15.
However, ray-tracing predicts that a large fractodrbeam width, marked; €in fig.
5.14), would miss the crack due to weld inhomoggnand a reflected wave marked
c; and a series of rayss @and g would form through beam-steering and mode
conversion along the left weld boundary. The lattew have no interaction with the
crack. No strong useful signals are received by dmay. This is qualitatively

confirmed by the FE simulation.

Ray-tracing predicts that to have a stronger réflacnear the array from which the
beam originated, a steering angle of 27° would leeensuitable. The incident wave
would convert to a P wave with a higher angle deotion and a greater width of the
beam would interact with the defect, as confirmgdHE simulations in fig. 5.15,

where reflected P and SV waves are markeahd d respectively.
5.7 Summary

Up to this point, methods of determining the praipsrof an elastic wave propagating
through bulk anisotropic media given only its waeetor have been reviewed. The

behaviour of bulk waves and the properties of ecatt waves at an interface
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involving generally anisotropic media have beenestigated. The results of the
corresponding FE simulations have been comparethdopredictions of the ray-
tracing model and close agreement has been obseAdditionally, ray-tracing

software has been composed to model the propagefi@bastic waves through a
simplified model of an inhomogeneous anisotropiddwé has been demonstrated
that the ray-tracing may be used to inform choiceeam angle or transducer position

in weld inspection.

The knowledge of ray-tracing principles and asdedigphenomena is applied to
synthetically-focused imaging in the following cleqs and to the novel process of

Fermat transformation and mapping in chapter 8.
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Table 5.1

Weld parameters used in chapters 5, 6 and 7.

Weld parameter Value
T 1.0
D’ 2.0mm
n 1.0
o arctan(0.4) = 21.80

absorbing upper material

propagating upper material

fJ'UI

incident SV P 25
25
phase angle
_y
A
2
2
SV P

propagating lower material il

absorbing lower material ‘[

A

>

A
y

A

Ui

500
50.0

Figure 5.1 Schematic of the FE validation model (Black textumber of elements; grey text —
dimensions in mm).
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. F, damping
damping A
N R w :
factor limit 1 damping
' Wopsorb factor limit
W ;
>F, damping

Wabsorb

Wabsorb

W

absorb

Figure 5.2  Absorbing boundaries in the FE validation model.

Figure 5.3 Input toneburst of two cycles modulated by a Hagnirmndow.

i

steered wave

vertical wave

Figure 5.4  Altering phasing of individual nodes: (a) no phasfar a vertical wave; (b) phasing for a
steered wave.
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wave-generating
nodes dissipation of reflected waves

\ v

\ N

digsipation of transmitted waves

Figure 5.5 Recommended placement of monitoring nodes to mottitoreflected waves {jgand to
monitor the transmitted waves,(aGrey areas indicate wave overlap of scatterecewa
about the same side of the interface.

Figure 5.6 Computation of group vect, illustrated here for a transmitted wave, by meaguthe
direction of propagation of the point of the waviéhmthe highest amplitude (as indicated
by the black cross) as it travels fr@qpto .
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Figure 5.7 Validation of (a) phase vectors, (b) phase velesit{c) polarisation vectors and (d)
group vectors of reflected waves; and the (e) pkastors, (f) phase velocities, (g)
polarisation vectors and (h) group vector of traittemh waves, plotted against phase
angle of an incident SV wave from isotropic mildedtto a transversely isotropic steel,
orientation 24° (Ray model: dotted lines — longitad, solid line — transverse; triangle —
longitudinal, square — transverse; dashed lingticairangle). Angles in degrees.
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Figure 5.8 Validation of (a) phase vectors, (b) phase velesit{(c) polarisation vectors and (d)

group vectors of reflected waves; and the (e) phastors, (f) phase velocities, (g)

polarisation vectors and (h) group vector of traittemh waves, plotted against phase

angle of an incident SV wave from a transversadjropic steel at an orientation of 13°
to one at an orientation of 44° (Ray model: dotiegs — longitudinal, solid line —
transverse; triangle — longitudinal, square — tvarse; dashed line — critical angle).
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Figure 5.9 FE weld model structure and geometry used in thégpter and for the second category
— dimensions in mm)

model.

Figure 5.10 Detail of the interface between the weld and tiveosinding material in the FE weld
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(a) FE weld model, r =7 5ps (b) FE weld model, r=15.0ps

IRV

(¢) FE weld model, =22 5ps (d) FE weld model, = 30ps

Figure 5.11 Qualitative comparison between ray-tracing and Ffets for SV waves introduced at
21.8° to the normal. It is observed that the SV eganeflected from the backwall,jand
the SV waves mode converted at the backwallitbthe FE model follow the predicted
paths given by ray-tracing.

crack length >| duplicated nodes

Figure 5.12 Modelling of crack-like defects in the FE weld mbdg node duplication. Duplicated
notes are indicated by circles.
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(a) diffuse reflection (b) diffuse reflections (c) specular reflection

(d) half-skip (e) half-skip (f) half-skip
SV /-

Figure 5.13 Possible inspection scenarios for cracks at thevédal boundary: diffuse reflection from
one crack tip (a) or both crack tips (b); (c) dineflection; or half-skip scenarios of
varying wave modes: (d) P.P-SV; (e) P.SV-SV andP(§V.SV.

(a) FE weld model, # = 7.5us (b) FE weld model, 7=15.0us

Figure 5.14 Qualitative comparison between ray-tracing and Ffets for SV waves introduced at
40.0° to the normal, showing an SV wave that isrste over the crack {¢ an SV wave
reflected from the crack {cand two other steered waves that do not intevihbtthe
crack (¢ and g).
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(a) FE weld model, t = 7.5ps (b) FE weld model, #=15.0ps

(¢) FE weld model, r=22.5ps (d) FE weld model, #= 30ps

\I7

(e) Ray-tracing model d,

Figure 5.15 Qualitative comparison between ray-tracing and i ets for SV waves introduced at
27.0° to the normal, showing a reflected P wavy @reflected SV wave £ another
steered wave that does not interact with the cfaglkand an P wave that is steered over

the crack (g).
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6 Bulk imaging principles

6.1 Introduction

The principle of imaging is to build an abstragbresentation of a test space under
inspection by focusing, in the case of ultrasons®nd at a given point and by
analysing and processing the returning signals.lé¥al of reflection recorded by the
receivers would be zero if there were no differemcenaterial properties from one
point to the next. On the other hand, the reflectiaries according to position if, for
instance, there is inclusion of foreign materialdefects. It is after processing that

these variations reveal artifacts in the test space

This chapter has two aims: to review the principésdulk imaging and synthetic
focusing; and to present the computation of detaysl and other properties of the
transmitted wave. These are to be put to use touiate images of various simulated

defects in chapter 7.
6.2 Weld defects and inspection techniques

6.2.1 Objects of interest

Weld defects may be characterised as either planaoluminous [82]. Cracks and
lack of fusion tend to fall under the former catggaevhile slag, inclusions and
porosity come under the latter category (see fif)). @ther weld imperfections, such

as lack of penetration and surface defects aralNysdetectable.

This thesis concentrates on internal defects thiabat be visually observed, ignoring

voluminous defects and focusing further on crakk-ldefects because they are
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6. Bulk imaging principles

considered to be more dangerous to the integrith®fweld due to the higher stress
concentration and simplified cracks are easier twdeh in FE simulations. The
imaging methods of this chapter could be applieddfects of a voluminous nature
provided that the FE model, if one is used, acelyaepresents wave interaction with
the defect.

6.2.2 Inspection configurations

Inspection of any configuration needs a transmigeurce) and a receiver. A single
transducer probe could take both roles in a putbe-eonfiguration (fig. 6.2(a)).
However, it is also common for the transmitting hoto be separate from the
receiving probe, allowing a greater variety of datguisition. If the two probes are
held at a fixed distance from one another, theylmmoved together in tandem (fig.
6.2(b)). Alternatively, the source may be fixed ahd receiver may be moved in a
pitch-catch configuration (fig. 6.2(c)) [7, 81].

6.2.3 Phased arrays

Transducers can be manufactured with or withodtuitt angled wedges for different
purposes. If the inspection requires varying angfdseam-steering, a different probe
must be used for each angle. Phased arrays offesra convenient alternative with

the ability to direct the beam.

In recent years, phased array (PA) techniques iatBn§ increasing numbers of
applications for the inspection of industrial compots. Amongst their advantages

over conventional monolithic inspection are [83]:

e The application of steered beams (see fig. 6.3{adentially makes inspection a
much more rapid process;

e The phased array can also approximate the agthgsically moving a single
transducer probe (fig. 6.3(b));

e They allow focusing of ultrasound using phasifignultiple elements either with
or without a wedge,;

e Ultrasonic images are easy to understand andwalmperator training is needed

for their interpretation;
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e Flaws can be located directly and immediately @stad;

e Multiple types of inspection may be performed witire same equipment by
adjusting the relative time or amplitude with whittie elements introduce the
signal;

e They present the possibility of volumetric imagitihrough the generation of 3D

images of the specimen interior.

The imaging principles in this chapter and the imggxamples in the next chapter

use simulated phased arrays.
6.3 Imaging algorithms

A passive imaging system consists of an arrayafstlucers acting as receivers, to
extract information from an area of material in imitbe same way human vision
draws information from the surrounding environmddy.contrast, the transducers of
an active system act both as receivers and tramsmitOne or more of the

transducers, acting as a transmitter, emits a pulsese reflections are received by
the same set of transducers acting as receivessiniaiging algorithms presented in
this chapter process these received signals tasftimienergy in the post-processing
domain on a particular point within the test spdldee process repeats for a grid of
points and the relative amplitudes of the respoaseplotted to create an image [84].

A general schematic of the imaging system is shioviy. 6.4.
6.3.1 Generation of signal data

Here the imaging process is defined for cases witieresignal data are generated
using the ray-tracing algorithm. A wave field fulect W containing wave properties

of the signal data is defined. The ray starts attthnsmitter, where the wave field
function is denoted by\.. The important elements of the forward model &re t

propagation and the nature of the interaction wefects or the backwall, which, for

the purposes of this thesis, comprises only refliggtwithout directivity.

Wave field operators are applied to the functioooading to the path of the ray. The

bulk imaging cases in this thesis are those ofeeitflirect inspection, half-skip
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inspection or full-skip inspection. In the casedokct inspection, the final state of the

wave properties is

W, =R [R [P} W, (6.2)

3+

where the operatoP/™! describes the change in wave field properties Wuthe
propagation from positiofito { +1, operatoR- describes the reflectivity of the defect
at position{ and the original signal is written aa4. The centre dots indicate

application of the operators from right to left.

If there are two reflections, as is the case inmtiléskip inspection mode (fig. 6.5(a)),

then the wave field function is governed by an egpion in this form
W, =P [R, [R’ [R [P, W, (6.2)

and for full-skip inspection (fig. 6.5(b)), wheteetray reflects from the backwall both

before and after interaction with the defect, trsvevfield function is
W, = P [R, [P} [R, (R’ [R (R} W, . (6.3)

A clear image of the interior of a specimen recuitee focusing of sound energy to a
focal point. The focusing may be performed eitliégha transmission stage, where the
appropriate delay laws are applied such that elchest pulses at a slightly different

time to steer the energy towards a point; or fotyisnay be applied synthetically by

shifting and sampling the A-scans after receptibthe post-processing stage [85]. If
the full matrix capture data are used, then thishoek is called the total focusing

method.

6.3.2 Total Focusing Method (TFM)

Literature studies [86] have shown this methodaeehthe highest array performance
amongst PA techniques due to superior focusingast been described as the “gold
standard” [87] to which variant methods can be cama@. This method processes
echoes from all possible send-receive combinationghe phased array, thus

extracting the maximum possible amount of inforwatirom the specimen. The
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array is then focused on every image point in through sampling the data matrix at

a time given by the delay laws, after the acquisitf data, to generate the image.

If there is an array dfeem €lements, then each element is activated onethéesther,
and all elements receive independently. The reledata from the complete send-
receive combination lies in a matrix of SiZgm*NelemXNsampWherensampis the number
of time samples in each signal. However, the degaepresented as a matBxwith

Sj(t) for 1<i<ngiem (transmitter index) and<]<neem (receiver index).

Delay laws are unique to each focal point in thd.gfhe matrix containing the laws
for the entire area of interest in the specimenfisize nyxn,xnegem and is called

with Dy for 1<i<neiem (transmitter index), dk<n, and Xl<n,. The array is focused on
every point in the image in turn through both remep and transmission in the

following manner to produce an image matrix

. (6.4)

g :‘ZZSj (Dy + Djkl)

6.3.3 Synthetic Aperture Focusing Technique (SAFT)

The Synthetic Aperture Focusing Technique [88]p ddeown as the Back-Scatter
method, is a variation of TFM that processes onbsé echoes where the sending and
receiving element in the array are the same. Th&TSArocess compromises
completeness of data acquisition for a more rapmputation process. The data set
can thus be written aS(t) wherei denotes the index of the sending element. The

corresponding algorithm for the generation of thage is

. (6.5)

Iy = ‘z S (2Dy)

6.3.4 Common Source Method (CSM)

The difference with TFM is that the CSM algorithrashno dependency on source

element since the source is common to all acquiegd scans, whose matrix now
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takes the forn§(t) with the index denoting the index of the receiving element. The

image matrix is produced from the expression

L :‘Z S,(Dy +Dy) (6.6)

whereD'y indicates the delay laws for the common sourceghviiepend only on the

location of the image point.

The methods in the three subsections above varny with respect to their send-
receive combinations, as shown in fig. 6.6. Theavds need a number of calculations
of O(neler) and so are capable of generating an image iestperiod of time since
TFM uses Ofeen?) calculations. The CSM also offers a much fasteuisition time,
requiring only one cycle whereas both SAFT and TEBed ngem cycles. The
theoretical resolution of CSM and SAFT images akeer than those of TFM [88].
This is because greater amounts of data are adguiréFM thus averaging further

against the effects of random noise and furthepsegsing side lobes.
6.4 Computation of wave field properties

In this section the computation of the delay lawtrmmaD;q is shown. The imaging
space is divided into a grid and at each intersecis a node, which eventually
becomes an image point. A ray is traced to josndbntre of each array element to
the image point. Reciprocity is assumed, wheretithe taken for the ray to travel

from the element to the image point is the santieeifdirection were reversed.
6.4.1 General inhomogeneous case

The general case is called whenever the ray irtkerath an inhomogeneous material
at any point of its journey. Here one employs Feisnarinciple of least time, stating
that if a ray joins two points travelling along aute s — t (from the source to the
target), then this path is such that the traveétihthat has a stationary value (usually
a minimum, although in principle a maximum is pbs=) with respect to variations of

the path. The principle applies to any wave propagaelectromagnetic or elastic. In
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a general medium with spatially varying elastic ftants, the principle can be written
[89]

tdl
5]7 =0 (6.7)

wheredl is the spatial length of each step of propagation.

A trial-and-error approach is used for the compatatsimilar to that proposed in
3.11 of Cerveny [90]. A termination line is constructed viiththe structure,
perpendicularly to the vector joining the ray s@&utc the ray target. Rays propagate
from the source and terminate somewhere alonglities The distance along the
termination line between the ray intercept andttrget is used to select the phase
angle at which the next ray is launched. For examipl fig. 6.7, a ray launched at
angle &, terminates below the ray target and a second ragngle & terminates
above. Linear interpolation uses the measuressténited; andd, to select a phase
angle in between the angles of the previous twengits. This is repeated until the ray

locates the target point within a particular margjirerror.
When the required ray is found, five propertiesasgigned to the target point:

1. Hy, the total time taken for the ray to reach thgegrclosely related to (6.7)
HT = j— (6-8)
2. Ho, the change in phase of the polarisation vectertdunteraction with physical

and nonphysical boundaries, as given by theorhapter 3.

3. Hg, a fraction describing the change in ray energytdunteraction with physical
and nonphysical boundaries, withHs<1.

4. Hp, a fraction describing the change in ray energy tdudivergence. To compute
this value, two rays are propagated at 4' to eitide of the Fermat ray for a

length of time given byt. The final positions of these two rays, along vitik
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final position of the central Fermat ray, are usedlefine an arc, the length of

which is calledp, (see fig. 6.8). The change in energy is then gbaen

—2 (6.9)
lo
whered is the angular spread adglis a short reference distance (in this thesis a
value of 1@um is used) from the starting position of the ralgoligh the absolute

value ofHp is dependent upah, it is the relative values that are important.

5. Hg, the product oHg andHp, a fraction describing the total energy change.
Since the absolute valugy is arbitrary, then so is that éfz. If experimental
equipment is available for calibration, the relatiweighting ofHg againstHp
before multiplication can be manipulated accordimdpest fit the experimental
data. Such data were not available at time of mgiind so it is stressed that one
should not considéile to be an absolute value.

This method is also used to generate artificiahaiglata. The procedure outlined
above can also be applied to half-skip and fulpskispection types by allowing

reflection from the backwall, as illustrated in.fi§.9. In these cases, the weld is
‘'unfolded’ and the reflected space is drawn belosvrton-reflected space with the

backwall acting as a mirror.
6.4.2 Homogeneous case with no interface

The co-ordinatesy(, z) are assigned to the centre of the transmittiegneht and the
(yi, z) to the image point. If there are no interfacesspnt in the model (a general
schematic is shown in fig. 6.10(a)), the propagatimeH+ is

2+ V7
Hy=4—— (6.10)

Y

with hy=0ys — yi[J, vi=[zs — z[1 One also hably=0, Hg=1 and the computation &fp
would proceed as in 6.4.1, thds=Hp.
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6.4.3 Homogeneous case with one interface

If the inspection setup involves backwall reflentigsee fig. 6.10(b)), then the
propagation time is

2 2 2 2
HT - \/hl +V1 + \/hZ +V2 (611)
Vl V2

where the ray velocities in the upper and loweremalls areV, andV, respectively,
the ray intersects the interface @, (z) and the other values are as defined in fig.
6.10(b). The value of; is knowna priori though the value of; is not. It may be

calculated from
Yi=Ys +r (6.12)
wherer is the positive real root of the following polyn@hequation ira:

a’(Vy V) +2a%(h +h,)(V,? -V72) +a’ [V, ((hy +h,)? +v;) V2 ((h +hy)? +v])]
+ Zavlzvl2 (h, +hy) _V12V12 (h + hz)2 =0.
(6.13)

The values oHp andHg, are determined by treating the system as a sintgeface

using the theory of 3.3 and 3.4. The valuélgfis computed using the theory of 6.4.1.

Similar computation methods of ever-increasing cdexip/ exist for systems of a
greater number of parallel boundaries. Extensiothis manner may be especially
useful for layered materials such as compositesigihdfor the purposes of weld
inspection, it is not likely that a system of méian two parallel interfaces would be
required for the homogeneous case. The computgatiooess for the case of two
parallel interfaces is shown in appendix A.

6.4.4 Graphical representation of wave field propdres

Examples of the graphical representation of theatian of these five properties
across the weld model (whose weld parameters stedlin table 5.1) are shown for
three different combinations of wave modes: figll6for a P wave with mode

131



6. Bulk imaging principles

conversion at the backwall; fig. 6.12 for an SV wavithout mode conversion at the
backwall; and fig. 6.13 for an SV wave convertiogatP wave upon reflection at the
backwall, together with the corresponding ray-tngcdiagrams and plots showing
coverage for the array. In these figures, a 16-eténsimulated transducer array is
situated such that its ends are at (28,58) an®858,

The plots potentially have many uses for inspecptamning. Some key points and
interesting properties of the three figures peririe this section are:

e In isotropic areas, the isochrones of plot (b¢ aoncentric about the active
element, even in the reflected space below theviatk

e Plot (c) indicates areas of poor and no covel@iad regions) for reasons of
either model geometry or for reasons of beam-sigatue to material properties as
explained in 4.4.2. Rays in plot (a) are seen ncadcess these regions. Plot (c)
also suggests regions of high energy concentratongood coverage;

e Plot (d) indicates areas of low energy for reason excessive ray divergence; this
can be compared to the ray-tracing in plot (a)iacdn be seen that where rays are
closer together, the plot (d) yields a higher value

e Areas of low energy for reasons of mode-conversiad reflection are indicated in
plot (e), e.g. in fig. 6.11(e), the region belove thackwall in line with the array
suffers from particularly poor energy concentratioecause at these angles of
incidence, most of the energy is converted to arotode. The converse applies
to fig. 6.12(e);

e In fig. 6.12(a) and fig. 6.13(a), it can see sd&t some rays sent from the element
overlap with others. In the regions of overlapréhis more than one value of wave
field property for a given location and this isftifilt to illustrate, though the
Fermat transformation of chapter 8 offers a possamlution (see particularly
8.4.3). Thus the plots in these figures show disnaity in and to the left of the
weld in the non-reflected space;

e It is seen from plot (f) that phase shift occordy within welds under certain
conditions (and also at the backwall according ssumptions of the model as
listed in 7.2.1).
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6.4.5 Simulated imaging with wedges

The methods of 6.4 can readily be adapted to vanisin inspection procedure, such
as those involving wedges. This would be achiewedbdelling the elements of the
array to be ‘floating’ in a space whose propertiesespond to those of the wedge. If
backwall reflections are not required, then a hoamegus system containing one
interface is equivalent to that described in 6&n8 illustrated in fig. 6.14(a). With

backwall reflections, the system of two paralléenfaces described in appendix A is

solved. The latter system is illustrated in figlgb).
6.5 Summary

In this chapter, the advantages of phased arrags @nventional transducers, the
typical application of phased arrays and three comynused synthetic focusing
algorithms have been reviewed. In 6.4, it was erpthhow ray-tracing is put to the
problem of wave field computation. Attention hasoabeen given to the visualisation
of the wave field properties. This theory forms Haesis of imaging examples in the

following chapter.
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(a) toe crack (b) root crack (c) internal crack

VARAVARRY/

(d) slag/porosity/inclusion (e} lack of root penetration (f) lack of fusion at weld boundary

Figure 6.1 Various common weld defects. Cracks are shownnipléied form.

(a) pulse-echo (b) tandem (c) pitch-catch

= HT/IQ Dl\ /f:l

Figure 6.2 Transmitter-receiver configurations.

—
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(a) variable beam-steering

[ probe P_‘phased array

fixed beam angle

(b) linear scanning

. hased array
single element P — -

= e e = e e e e e |

fixed beam position

Figure 6.3 lllustrated advantages of phased array inspectien single element inspection.
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Figure 6.4 General schematic of synthetically-focused algarih
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(a) half-skip inspection (b) tull-skip inspection
W W W w

=

Figure 6.5 Half-skip and full-skip inspection modes showingagation operatoM/ and reflection
operatorsR acting upon the wave field functidh
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Figure 6.6 Send-receive combinations of the imaging algorithms
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ray source

Figure 6.7 Trial-and-error method applied to the problem dfijog the ray source to the ray target
via a Fermat path.

ray source

ray target
length of arc: 7,

Figure 6.8 Computation of divergence of a ray joining the seuo the target, showing reference
distanced,, angular spread and arc length, as applied to three rays that have
propagated for the same amount of the time.
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(a) ray source  (b) ray source

Figure 6.9 The equivalent procedure of fig. 6.6 applied tarepection procedure involving
backwall illustrated in (a) unfolded space andf¢ided space.
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(a) weld centreline
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Figure 6.10 Schematic diagram of the ray-tracing stage in #se ©f (a) no interface, (b) a backwall
reflection with one interface.

139



6. Bulk imaging principles

c0- @ 7 - 6 O— tune/s
40- 40~
20- 20~ 0.025
0- 0:
- 0.015
-20- -20—
-40- -40— 0.005
-60_| L e e e e e O | -60 | A O I A
-60 40 -20 0 20 40 60 80 100 -60 40 -20 0 20 40 60 80 100
mm mm
fraction 60— (d) logl0(ratio)
40- -12
20~
0: 0: -14
-20: -20:
- - -16
-40- -40-
_ . : -18
-60 L O T e e e -60 L L e e e O
-60 -40 20 0 20 40 60 80 100 -60 -40 20 0 20 40 60 80 100
mm mm
L © log10(ratio) ® degrees
60_ 60- s 180.0
40— 10-
_ -0.2 40_ 178.0
20— 20-
04 - 176.0
0_
-0.6 -
-20— 20- 174.0
_40_ -0.8 _40: 172.0
- W0.0
-60_' L UL 00 T
-60 -40 -20 0 20 40 60 80 100 60 -40 220 0 20 40 60 80 100
mm mm

Figure 6.11 The following properties of a longitudinal ray tlwanverts to a vertically polarised
transverse ray upon reflection at the backwall\ahdse source is located at (42,58)mm,
the sixth element of the array from the left, ditestrated as a function of ray termination
position: (a) original ray-tracing diagram, (b) &rdelay or time of flight in seconds, (c)
overall coverage fraction for all sixteen elementthe transducer array, (d) logarithmic
plot of the fraction of energy remaining due to diyergence, (e) logarithmic plot of the
fraction of energy remaining due to boundary intéoe and (f) change in phase due to
boundary interaction. Where relevant, quantitiesgaven by the shade indicated in the
scale to the right of the diagram; for (b), (d), é4ed (f), white areas indicate inaccessible
areas. Dimensions in mm.
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Figure 6.12 Properties equivalent to those of fig. 6.11 foratieally polarised transverse ray that
does not convert mode upon reflection at the battkiuesstrated as a function of ray
termination position. Dimensions in mm.
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Figure 6.13 Properties equivalent to those of fig. 6.11 foeatically polarised transverse ray that
converts to a longitudinal ray upon reflectionta backwall illustrated as a function of
ray termination position. Dimensions in mm.
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() without backwall reflection (b) equivalent model
. array
. wedge material ‘/'r._ ’
steel
(¢) with backwall reflection (d) equivalent model
l_( I‘) . array
/™ wedge material e
steel
backwall

/ reflected space

Figure 6.14 Suggested modelling procedure for the simulatedjintawith wedges where: (a) no
backwall reflection is required giving (b) an ecalent system of a single interface using
the theory of 6.4.3; (c) backwall reflection is uégd giving (d) an equivalent system of
two parallel interfaces using the theory in apprrdi
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7 Bulk imaging results

7.1 Introduction

The aim of this chapter is to apply the computabbmvave field properties from 6.4
to the production of images of simple defects withimulated welds. This is done in
two different processes, differing according to tiethod in which the signal data are
generated. In the first process, presented in Sighal data are simulated in the
frequency-domain using only ray-tracing methodse kcond process, presented in
7.3, extracts time signals from FE simulations loé tweld model, whose weld
parameters are listed in table 5.1. Typical imag@esconstructed using a variety of

imaging algorithms, including cases with mode-casim and reflection.

Comparisons are made between synthetic focusing wsiisotropic delay laws and
isotropic delay laws, the latter having been detiupon the assumption that the weld
material and the parent material share the samieofso properties. Successful
location of simulated defects emphasises the impo# of taking material anisotropy
and inhomogeneity into account and also servesaliolate the computation of the
wave field properties by the methods of 6.4.

7.2 Imaging using ray-tracing data
7.2.1 Procedure

Calculations to generate signal data via ray-tga@re performed in the frequency
domain. Firstly, one or more point defects are fpmsed within the test space. Crack-

like defects can be modelled as a series of pafaatls close to one another, where
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the point defect is defined as an entity that otefl@nergy equally in all directions. An
acceptably accurate representation of the reflesigptals can be expected due to the
Huygens principle (applied to advancing waveframd illustrated in fig. 7.1).

The wave is introduced into the structure in themfoof a two cycle tone burst

modulated by a Hanning window, from each node in from an array. No wedges

are present for the simulations in this chapter smdhe array is considered to be
placed directly atop the weldment, to one side. \WMage functionB(b) in the time

domain is identical to (5.4), used previously i8.5.

This is then transformed via the discrete fast leouransform to give F(b)}. The

frequencies used during image compilation are coatain the function

(n +1)(n. - 2) - 4b
(n +Dn,

J(b) :[ ch for 1<b<ry. (7.1)

The relative amplitudes associated with the freqigsnin the above function are
J'(b) =[HB((n, +D(n, -2) - 4b+D}| for 1<b<ny (7.2)

and the associated phases are

"y Im{F{B((n, +1)(n, -2) -4b+1)}}
J"(b) = arctar{ Re[F{B((nf “D(n-2) —4b+1)}} for 1<b<ry (7.3)

with b as a dummy variable in all three functions and ieh® is the number of

frequency samples arfglis the centre frequency.

In the interests of efficiency, the computationa@ve field properties is performed in
two stages: once for the journey towards the dedacdt once for the journey away

from the defect. They are recombined during the-poscessing stage.

Superscripted + and - are assigned to rays tragedliay from and towards the array,
and superscripted s and d are assigned to sigrial atad wave field property

(including time delay laws) data respectively, hsven in fig. 7.2. When focused,
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signal data are sampled at the tithe (equal to the time of flight of the ray), shifted
in phase bypp and are modulated in energy #y¢. These factors are defined as

= HIHT-HE - H

1 1 1
¢E = S+ yS— s+\2 + s—\2
H; Hge V(Hy) (HR)

(7.4)

@, Hy +Hg

for general cases. The factors are substitutedm@xpression

1(x,2) =

a=l tx rx

niZZJ’(b)JFE exp{271 (D), +i(®, + J"(b»}H (7.5)

with 1<b<ry yielding the amplitude of the image intensity afparticular point,

operating over the full range of frequencies acicgrdbo (7.1).
The following assumptions are made:

e Ray interaction with the defect produces losségsuniform reflections;

e At reflective surfaces (the backwall and any def¢hat are present) SV and P rays
experience a change in phasetafue to the nature of wave reflection as dictated
by the theory in 3.4.1;

e At reflective surfaces, the SH wave experiencesimange in phase because its
polarisation vector is perpendicular to plane affial to the interface;

e Elements of the PA are uniform and directionless;

e Only one combination of wave modes is presenthm system; that is to say

reflections and mode-conversions other than thdeuabservation are ignored.
7.2.2 Results

Several typical results are presented in this @ect simulated array containing 32
elements with a 1mm pitch is positioned such thatdentre of the nearest element is

31mm from the weld centreline. The weld, whose getoyns illustrated in fig. 7.3, is
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symmetrical and the weldment is composed of theer@d$é used in the previous

chapter.

In fig. 7.4, the results of the imaging of a crdiéle defect are shown where the crack
is modelled as a series of 32 point defects. Thaulsited inspection is carried out
using SH waves that reflect from the weld backwathout converting to a different
mode, before taking the same path back to thewiegeelement. Both the SAFT and
the TFEM algorithms are demonstrated with an ingatmg frequency of 1.6MHz.

The defect is more accurately located when theydielas that correspond to the
anisotropic weld (i.e. the correct delay laws) ased in fig. 7.4(c) and fig. 7.4(d),

where it can be seen that the energy is focusdabtintips of the crack. If one ignores
the inhomogeneity and anisotropy of the weld (ussajropic delay laws), then the
peaks of the image response in fig. 7.4(a) and.fAigh) do not align properly with

either tip of the crack and there is a risk of defeislocation (and potentially, a
corresponding error in sizing). In this examplangghe appropriate delay laws also
has the advantage of producing a sharper focudiagergy about the defect tips. The

locations of the image peaks are listed in takle 7.

Fig. 7.5 shows the geometry of a weld with a craldng the centreline of the weld
and in fig. 7.6, the imaging results for a simuataspection using P waves that
convert mode at the backwall reflection are dispthyDefect location is observed to
be superior when the correct delay laws are applied observed that the SAFT
images show a tighter concentration of energy atimutips of the defect but TFM is
superior in suppression of spurious image featurks. locations of the image peaks
for this example are listed in table 7.2. Differescin theoretical algorithm

performance have been noted elsewhere, for instagdes].
7.2.3 Correcting for amplitude response

Up to this point, only the time factor in (7.4) neskuse of the predicted delay laws
(superscripted d). Thus the possibility exists ttieg other two factors might also
make use of their equivalent predicted propertre®nder to adjust the generated

image to compensate for the fact that different @am of ultrasonic energy reach
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different portions of the weld. In this sectionjstsuggested that image artifacts that
are weak can be enhanced and brought into parity sttonger artifacts. It is also
suggested that artifacts lying in an area partibligd to the array can be similarly

enhanced.

In fig. 7.7, TFM images are formed using SH wavea weld with six point defects
at equally spaced intervals between (-20,10)mn8@10)mm. The image responses
from the three defects on the left are predicteldetaveaker due to the lower amounts
of energy reaching those areas (fig. 7.7(b)) anorgroarray coverage (fig. 7.7(c)).
The unadjusted TFM image is shown in fig. 7.8(alhvéin attached cross-section at
z=10mm. If this image is adjusted according to th@ant of energy reaching the
image point, then a modified energy factor wouldubed instead, defined in terms of

the original energy factor by

HyHY

.= (@, (7.6)

\/ 1 1
+
(H5")?  (Hy)’

in place of the original in (7.4) and would obtéim 7.8(b), where it can be seen that
the response of the defects farthest to the lefli¢ated by the arrow) is augmented to

match those of the three defects on the right.

It is similarly possible to adjust the image acdogdto array coverage using the

expression

CDIE = % EZ)E nelem > 0
a (7.7)

(p'E = O nelem = 0
to further modify the energy factor whengis the number of elements in the array
able to access that image point, resulting in#i§(c). Here the response of the defect
that lies within the weld (indicated by the arroi®)augmented though not to the
magnitude of those to the right due to the diffeeeim energy reaching the defects.

However, applying (7.6) and (7.7) together doesdthe defect responses into parity,
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as seen in fig. 7.8(d). The peak values of theaefsponses in fig. 7.8(a) through
fig. 7.8(d) are listed in table 7.3.

7.2.4 Correcting for phase response

In theory, this principle could be extended to atljmages according to the predicted

change in phase. The phase factor would then become
&, =d, -HS -HY . (7.8)

The results are not published here due to negigffiect on the image quality but it
Is possible that this correction may yield sigrafit changes in other inspection

scenarios or in imaging using other materials.
7.3 Imaging using FE data

In this section the imaging of a simple defect gdime synthetically focused imaging
algorithms of chapter 6 to process data gatherauah finite element simulations is

demonstrated.
7.3.1 Procedure

The simulations are performed using the 2D FE made@hposed of plane strain
elements described earlier in 5.5 and whose geetalent properties are illustrated
in fig. 5.9. Excitation is provided by means of tteeced displacement of a single
node within the weld model, taking the form of adburst of two cycles modulated
by a Hanning window. The FE simulations fall inteotdifferent categories, varying

by excitation method and the subsequent data pmees

In the first category, the simulation is only runce to make a complete image of a
point defect. At the defect location, the nearestienis forcibly displaced with a
polarisation vector oriented such that the strongad of the wave reaches the central
elements of the transducer array. Ray-tracing nsoakd used to inform the choice of
this vector. The ray-tracing process and the eiaiutf the wavefronts are illustrated

in fig. 7.9. The model structure and geometry @ in fig. 7.10.
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Complete recorded time histories of each of theivtg nodes are extracted where
the array elements act solely as receivers. Sineentodel only deals with waves
returning to the array (using the SAFT algorithnbd.3), there is no dependency on

Sx(t). The image matrix is therefore compiled according to

L :‘ZS(DikI) , (7.9)

differing with (6.5) by a factor of two since thigsal journal only has one leg.

In the second category, the simulation is run dioceeach element in the array to
generate a single image. The wave source is pkict element location rather than
at the defect location in order to improve modelliaccuracy. The point defect is
approximated as a rectangular notch in the FE ghdwn in fig. 7.11 and the model
schematic used is shown in fig. 5.8. In each sitiaria the polarisation vector is

oriented to direct the wave towards the defect twsifor the strongest possible
reflection. The former samples of the signal maéng eliminated to avoid corruption

of the final image due to waves travelling diredtlym the transmitting element to the
receiving elements without interacting with the ed#f(see fig. 7.12). The data are
gathered into a single matrix (as explained eantiéd.3) before focusing according to
(6.4) in the case of TFM or (6.5) in the case oFSA

7.3.2 Results

Examples of the resulting images of the first catggare shown in fig. 7.13. The
images show the response from a single point dédeated at (-13.0,27.5)mm using
the SAFT algorithm. It is seen that when isotrapétay laws are used (fig. 7.13(a)),
the energy is not focused in the correct placetaadmage peaks at (-11.5,22.0)mm,
being 5.7mm (more than 10 wavelengths distant) ftben known location of the
defect. If the correct matching delay laws are y§igd7.13(b)), then the image peaks
at (-12.6,27.6)mm and the response overlaps much ohasely with the defect.

Both SAFT and TFM have been performed on the resflthe model of the second
category, yielding the images shown in fig. 7.14oTtypes involved direct reflection
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from the defect without mode conversion and thedthivolved transverse waves that
converted mode at the weld backwall, using the samdes in reverse order when
travelling back to the receiving elements. The fegghows the image peaks to be
correctly located to within several wavelengthstlod notch. Other features in the
images are due, in the case of fig. 7.14(a) and7ig4(b), to mode conversions or
reflections at the backwall, or in the case of fidl4(c) and fig. 7.14(d), to significant

reflections from the model edge or from the inteefbetween the propagating regions
and absorbing regions. The locations of the imaggkp from fig. 7.14 are listed in

table 7.4.

7.4 Discussion and perspectives

Using a previously developed weld model as thedospn environment, an overview
of ray-tracing principles through strongly inhomogeus and complex anisotropic
materials has been presented. These principles #tle computation of delay laws
applicable to a simulated transducer array andable to predict, from fundamental
ray propagation theory, the Fermat path of a ragetxh a particular point, the ray
energy, and the coverage of a weld region for @mgiarray. Thus the technique
reported here has demonstrated the capacity taelgumaint defects within strongly

inhomogeneous materials.

It is also emphasised here that though the wotkigichapter has been performed in
the specific application of the improved inspectmaustenitic steel welds, these
imaging methods are of wide general applicability ihhomogeneous materials
including composites, as long as a representatigdeiof the spatial variation of
material properties is provided. Once a model avioled, these improvements would
be ready for immediate implementation in any indakgpplications involving ray-

tracing techniques.

The results demonstrate very well the superioritthese techniques as compared to
those that do not account for the material inhomegg or anisotropy. Theoretical
studies and experimentation have previously beefonpeed in the literature with
application to both welds [91] and composite mater[92], using versions of SAFT
modified to deal with complex varying material peojes in much the same way that
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the process of wave field computation is perfornmethe previous chapter. However,
the key novelty of this approach is the marriagerayf-tracing to the imaging of
complex materials using phased arrays. Improvedalikation and reduced
mislocation of simulated defects is observed coesity in the results of 7.2.2 and

many other cases not published in this thesis.

The results of 7.3.2 are slightly less encouragimgt those of 7.2.2. In the first
category, the comparison in fig. 7.13 certainly slshow improved responses to the
application of inhomogeneous delay laws. No egeiviatomparison is illustrated in
fig. 7.14 since no significant improvements coudddeen in defect location. This can
be attributed to the coarse nature of spatial eisation of the FE mesh, the
anisotropy introduced by the mesh (waves travelhngzontally or vertically in the
regular mesh will perceive a different element tarthan those travelling diagonally)
and scattering of energy of the wave, a phenomémtris ignored by ray-tracing. In
the second category of simulations, no apprecidiflerence could be seen in image
guality when inhomogeneous delay laws were intredudn other scenarios, the
defect was not even visible. Fuller explanationtoabe poor performance of imaging
from simulations would require detailed understagdof the intricacies of FE
modelling and fall outside the scope of this thesikich is mainly concerned with
ray-tracing.
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ulk imaging results

Table 7.1

Locations of the peak image responses of the atelidefects in fig. 7.4. Values in mm.

defect position

(-16.0,45.0), error

(-18.0,50.0)rer

fig. 7.4(a) SAFT with isotropic delay
laws

(-15.8,42.9), 2.11

(-18.0,47.3), 2.70

fig. 7.4(b) TFM with isotropic delay
laws

(-16.1,42.6), 2.40

(-19.5,46.4), 3.9

(&)

fig. 7.4(c) SAFT with correct delay law

s(-15.9,45.1), 0.141

(-17.8,50.1), 0.223

fig. 7.4(d) TFM with correct delay laws

(-15.9,45.0.141

(-17.8,50.1), 0.223

Table 7.2

Locations of the peak image responses of the atelldefects in fig. 7.6. Values in mm.

defect position

(0.0,45.0), error

(0.0,50.0), error

fig. 7.6(a) SAFT with isotropic delay
laws

(10.7,44.3), 10.7

(11.5,49.5), 11.5

o

fig. 7.6(b) TFM with isotropic delay
laws

(10.1,44.3), 10.1

(11.4,49.5), 11.4

-

fig. 7.6(c) SAFT with correct delay law

s (0.2,44.9), 0.223

(0.2,50.1), 0.223

fig. 7.6(d) TFM with correct delay laws

(0.2,44.0)223

(0.2,50.1), 0.223

Table 7.3

that of the defect on the right.

Peak image response magnitudes of the six defefits 7.8, shown as a percentage of

defect position (-20,10) | (-10,120)| (0,20)] (10,100 (20,10) (30,10)
(mm)

unadjusted 0.6346 0.2412  0.0255 0.9474 0.9781 @.000
adjusted for energy 1.0701 0.4773| 0.068¢ 1.0215 1.0119 1.0000
fraction

adjusted for array | 0.6345 0.4669| 0.3783 0.9474 0.9781 1.0000
coverage

adjusted for both 1.0700 0.9237| 1.022¢ 1.0215 1.0119 1.0000
energy fraction ang

array coverage
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7. Bulk imaging results

Table 7.4  Locations of the peak image responses of themgatar defect in fig. 7.14. Values in

mm.

centre of notch position

(-13.0,27.5), error

fig. 7.14(a) SAFT, P wave direct

(-8.6,12.5), 15.6

fig. 7.14(b) SAFT, SV wave full-skip with mode ca@rgion

(-5.2,29.2), 7.98

fig. 7.14(c) TEM, P wave direct

=

(-16.0,37.1), 10.

fig. 7.14(d) TFM, SV wave full-skip with mode comgen

(-4.0,30.2), 9.40

\(

crack wavefront
advances

S

equivalent point-defects

wavefront
advances

using

the Huygens principle

Figure 7.1 Modelling of a crack-like defect as a series ofpaiefects.

14z
<z

image point\OeZ." "

point defect

Figure 7.2  Ray notation of synthetic focusing.
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7. Bulk imaging results
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Figure 7.3 Geometry for the imaging of a crack-like defect w@&nds are at (-16,45)mm and
(18,50)mm, using full-skip SH wave inspection. Dima®ns in mm.

03
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Figure 7.4 Imaging results for the defect of fig. 7.3, showife) SAFT image using isotropic delay
laws; (b) TFM image using isotropic delay laws; $3FT image using correct delay
laws and (d) TFM image using correct delay lawse Phsition of the crack is shown in
white outline in (a) and (b).
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7. Bulk imaging results
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Figure 7.5 Geometry for the imaging of a crack-like defect s@nds are at (0,45)mm and
(0,50)mm, using full-skip LT.TL inspection. Dimensis in mm.
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Figure 7.6 Imaging results for the defect of fig. 7.5, showif@) SAFT image using isotropic delay
laws; (b) TFM image using isotropic delay laws; $3FT image using correct delay
laws and (d) TFM image using correct delay lawse Phsition of the crack is shown in
white outline in (a) and (b).
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7. Bulk imaging results
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-14.0

-16.0
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(a) TFEM imaging of six point defects spaced at 10mi@rvals from (-20,10)mm to

(30,10)mm, also showing, as a function of imagepposition (b) logarithmic plot of
the total fraction of energy remaining and (c) @fecoverage fraction for all the

elements in the transducer array.
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7. Bulk imaging results
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Figure 7.8 TFM images of the defects in fig. 7.7 with varyilegels of adjustment: (a) no
adjustment; (b) adjustment for energy fraction oty adjustment for array coverage
only and (d) adjustment for both array coverage ametgy fraction.

(a) Ray-tracing model (b) FE weld model, =3 0us

Figure 7.9 (a) Ray-tracing simulation used to select an apjatpolarisation vectqr at which to
excite the node (indicated by white cross) andetl@ution of wavefronts from the point
source at (-11.0, 26.0)mm at times: {B8.Qus; (c)t = 6.Qus and (d} = 9.Qus. Arbitrary
colourscale.
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7. Bulk imaging results
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Figure 7.10 FE weld model structure and geometry used foritsedategory of simulations in 7.3
(Black text — number of elements; grey text — digiens in mm).
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Figure 7.11 Modelling of notch defects in the FE weld modelddgment removal.
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7. Bulk imaging results
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Figure 7.12 Elimination of crosstalk from the FE weld modelahgh suppression of data values
below the cutoff value for time.
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Figure 7.13 Imaging results for a point defect (with the rayse at the defect) at (-13.0, 27.5)mm
using longitudinal waves in a direct inspection(dhisotropic and homogeneous delay
laws are used whereas in (b), correct delay laesised are used to compile the image.
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7. Bulk imaging results
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Figure 7.14 Imaging results for a rectangular notch, 1.5mmaight and 0.6mm in width. The SAFT
algorithm is used to generate the images in thénbaid column: (a) P wave direct
inspection of a notch centred at (-13.0, 26.0)muoh @i full-skip SV wave inspection of
a notch centred at (-7.0, 26.0)mm with mode conoarat the weld backwall. Their
equivalent TFM images are in the right hand columft) and (d).
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8 Fermat transformation

8.1 Introduction

In previous chapters, the use of ray-tracing taligteghe paths of ultrasound through
simulated model welds has been demonstrated ariiedeiHere, this capability is
used to produce distorted maps of the weld. Inethdistorted maps, the real weld
geometry, with its inhomogeneous and anisotroptareais replaced with a distorted
weld geometry in which, viewed from the origin betmap (that shall be referred to
as the transformation origin), all materials may tbeated as homogeneous and
isotropic. Ultrasound propagating from the transfation origin does so in straight
lines with a constant isotropic velocity everywhearighin the map. These are called
Fermat maps because they are based on Fermatglariof least travel time. The
potential of this approach is shown in a concepgxaimple of how these can be used

to aid inspection design.
8.1.1 Statement of Fermat’s principle

In the 1650’s, the French mathematician Pierre elengt proposed his principle for
optics, now known as the Fermat principle [93, 94]the minimum-time form, the

principle states that the travel time, whose vatugiven by (6.7), of a signal for a
journey from one point to another is a minimum wikpect to small variations in the

ray path.

In the case of homogeneous isotropic media, whiee ttavel time is directly
proportional to the path length, the only availapkth is a straight line passing

through both the source s and the target e (toiragmthe notation used in 6.4). In
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8. Fermat transformation

generally anisotropic media, the ray paths may leeentomplex, as observed in
earlier chapters. To find additional rays of greatelesser travel times, one must turn
to the variational form of Fermat’s principle (egpsed earlier in 6.4 and explored
comprehensively in [95]), which states that thepaths represent stationary times i.e.

a maximum is also possible.
8.1.2 Inspiration

Having viewed general ray behaviour within a swuetcomposed of an anisotropic
and inhomogeneous material, the idea was formulatelistort the weld geometry to
a space where rays propagate along straight limdsoanstant speed in order to aid
understanding and interpretation of weld inspectibhus one would be taking a
system of simple geometry with complex ray paths \@arying ray (group) velocity,

and performing a transformation to a complex geoynehere the rays trace simple

wave paths and propagate with constant velocity.

Further motivation to investigate and visualise tfasformation was derived from
observation of retrograde motion in the behaviodrrtlre SV ray within an

inhomogeneous weld as the phase angle is adjulitetréted in fig. 8.1). It was seen
that some regions of the weld are visualised mdrantonce and that the
transformation would have to reproduce these reg@rcorresponding number of
times. A commonly known optical equivalent is theage, caused by variation in the

speed of light with air temperature resulting inltiple images of distance objects.
8.1.3 Fermat’s principle and ray-tracing

The literature lists many practical applicationstioé principle, particularly where
numerical ray-tracing forms part of the solutionameas such as linear and nonlinear
tomography in seismics, acoustics, and even mesl@nd astrophysics (see [96] and
the references provided therein). The literature hated that derivations of a pure
mathematical nature are directly comparable to @hows/olving the underlying
equations of elastic wave propagation in the emmbyay-tracing [89]. Readers
wishing to explore further the conceptual aspetth® principle may consult chapter

13 of [97]. Since Fermat’s principle is only ofénést in the context of ray-tracing in
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8. Fermat transformation

this thesis, any detailed theoretical treatment ld/dae superfluous. The important

points for this study are:

e Points A and B through which the Fermat path gmsse the ray source and the
target;

e The positions of the source and the target aosvkra priori and are fixed;

e From empirical observation of ray behaviour, éhare generally between zero and
three Fermat paths between the source and the;targe

e Including the ability of rays to reflect from a@ngle surface would double the
number of Fermat paths since the reflected targetdcbe redrawn about the
backwall, thus requiring up to six paths. Howevbe, system requires the solution
of rays either directly to the target or via theclhwmall, but not both at the same

time. Thus there is no need to trace more thare theemat paths.
8.2 Transformation process

Fermat maps are drawn to allow the visualisatiothefparticular space as perceived
from the transformation origin, which is usuallyay source. The mapping process
for a general space is described here. A grid afzbotal and vertical lines is
superimposed upon the area. At each intersec#snalinode, and the transformation
process is applied to each node in turn, treatiag a point target.

The mapping process for a point target depends luether one or multiple Fermat
paths are expected. Computation time is reducidsiassumed that there is only one
path joining the source to the target, so this mggion tends to be applied wherever
possible. If the assumption is effected, then arative process of linear interpolation
based on an educated initial guess is used. Thieps is used in the weld model if
all the materials are isotropic or if the interrbgg wave is P or SH. If this
assumption cannot be made, then an initial anggMagep of rays is performed to
locate each Fermat path before using linear intatipm on each solution in turn.

For each Fermat path found, the ray-tracing allgoridescribed above records the
Fermat anglgg at which the ray left the source and the Fernmaé tr (time of flight)

for the ray to reach the target node (see fig..8m®)transformed space, a ray is
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8. Fermat transformation

allowed to leave the transformation origin with sthéame phase angle and to
propagate for this same length of time at a chgdease velocity, which is usually
that of the same wave mode in the homogeneous iala#t the end of this ray is the
mapped target point. The points in mapped spacéharejoined together in order of
increasing initial Fermat angle. This process [geeded to map ray paths to nodes,

boundaries, cracks and any other points of intereséquired.

It is emphasised that neither wave speed nor drechange at the weld boundaries
in mapped space and thus they would not be apptoete rays in Fermat space
(hence the dashed line in fig. 8.2(b)) since the@structure is now of a single quasi-

isotropic material.
8.3 Transformation examples

Examples of the Fermat transformation for a sinigdek of two halves composed of
gold and silver (material properties are listedieain 3.4.1) are shown in fig. 8.3
with (a) the source in the gold material and (l® source in the silver material. In
both cases, every point in the material is acckssiiough the transformations appear
to be very different and the grid above the lin@iding the two materials is
undistorted. A ‘gap’ opens in the grid of fig. &3B(due to critical angle of the
interrogating S wave, the angle being that madevdxt the vertical and the dashed

line.

Examples corresponding to the weld model (with wedameters listed in table 8.1)
are shown in fig. 8.4 for a variety of wave modaesluding those which involve

reflection at the backwall. The reflected spacghiswn below the backwall (similar to
fig. 6.11 through fig. 6.13).

8.4 Properties of transformed space

Some universal properties of rays in mapped spasve lbeen noted. It is already
known by the definition of Fermat space that eveay passing through the
transformation origin travels at a constant velpaita straight line. This is illustrated

in fig. 8.5(a) where quasi-compression rays argepted from an omnidirectional
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source at equally spaced phase angles in a modgistiog of a region composed of
inhomogeneous austenite and two regions of isatrégrite. Upon transformation
(fig. 8.5(b)), the rays are seen to trace simp&hg.

8.4.1 Reciprocity

Reciprocity is observed between any pair of pojoised by a ray. If, for instance,
there area Fermat paths leaving a transformation origin atnfé angless,,... fa
taking Fermat timegs,... 7, to reach the target and one were to reverse e af
these points, one would find that there woulchideermat paths taking the same times

n,... I to reach the new target, having left the new smatangleg+x, ... fatm.
8.4.2 Inaccessible areas

It has been reported (see e.g. [11]) that certaasaof the weld are more difficult to
inspect than others and that other areas are aimastessible from some transducer
locations via ultrasonic waves. The transformatmmocess offers an interesting

interpretation as to the existence of unobservatgas in the weld.

The ray-tracing diagram in fig. 8.6(a) shows theission of omnidirectional SH

waves (for the purpose of illustration) from a gaource on the inspection surface.
The lower right area of the weld, labelled @ the figure, cannot be inspected
because rays that are attempting to access thatnaget an interface between the
weld metal and the parent metal at an angle swathnit real transmitted ray (of the
same mode) can be found that satisfies Snell’sdad thus the ray is terminated.
Hence an absence of grid in transformed spacedisative of the presence of an

inaccessible area (see fig. 8.6(b)).

Area a in fig. 8.6 is also inaccessible to the transdubheugh for a different reason.
The area falls in a shadow created by the geonoétitye weld. In mapped space, it is
given that rays must travel in straight lines fréme transformation origin, and so it
can clearly be seen that the convex protrusioheatdp of the weld is responsible for
the shadow. The grid, however, could still be gatest by allowing rays to leave and

subsequently re-enter the structure through eximiipo of material properties
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beyond the upper and lower boundaries. For thipgqae, the ray-tracing function
does not enforce any physical boundaries to theesdd the structure with the
exception of one parallel to the bottom face, papshrough the poing, whose

coordinates are defined thus:

q(y) =D, - (D, + Dr)Sin(al)} (8.1)

d(2) =D, - (D, + D,)cos@))

where subscripts r and | refer to the right and defes of the weld respectively. The
purpose of this boundary, where all rays termingen contact, is to prevent the ray
from entering a region where (4.1) is undefined eadnot be applied. The effective
structure of the weld is shown in fig. 8.7 for rageing (a) without and (b) with

backwall reflection.

Due to material inhomogeneity, rays might also teate before reaching certain
areas of the weld not due to geometric reasonglbatto their interaction with the
nonphysical boundaries introduced by the ray-tigaéimction, as described in 4.4.2.
They may encounter such a boundary past which d@heyinable to transmit, where

there are no real roots corresponding to the in@we mode.
8.4.3 Multiple paths to target

Earlier it was noted that there may be up to tiieenat paths joining a given pair of
points. This situation would occur wherever thesatropy of a material would allow
waves with different phase vectors to travel witle same group vector. Here the

consequences are examined with respect to the Farapping.

The transformation process may result in the miidagon of a region in original
space. Any object falling into this region would $een as many times as there are
rays accessing the position of the object. Any cbialling within the darker shaded
region in fig. 8.8(a) would be seen once in eactheflabelled regions;bb, and k in

fig. 8.8(b).

The phenomenon is demonstrated once more in By.There are three possible ray

paths joining the source to the tip af the crack-like defect within the weld due to
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beam-steering. After transformation, the cracksppts into three images,oc; and ¢

and the aforementioned rays follow straight paths.

It is suggested that the visualisation of wavedfigloperties (see 6.4.4) in areas where
there are multiple Fermat paths would be made etaarunfolded space, removing

discontinuities and overlap (such as those in@i@2(d)) in the visualisations.
8.5 Application to the simplification of ultrasonicinspection

This section presents an application of the transftion of space to the problem of
ultrasonic inspection of austenitic welds in a @ptaal form, to be verified in future
work. An inspection device may record A-scans franweld, various prominent
signals would result and one would be tasked wittiching these signals to certain
features within the structure to locate a poterdefiect. For this example, the weld

parameters used are listed in table 8.1.

In mapped space, certain reflected signals coulddoeelated to the corners of the
weld, as shown in fig. 8.10. Isochrones would thendrawn on the mapped weld
diagram with the knowledge that they are circlestregl about the origin of
transformation, as opposed to their complex shapeanmapped space. In fig.
8.10(a), it would thus be established that threzh storners ((labelled:dd; and d)
are responsible for several salient signals. Thaesolabelled ¢ lies within an
inaccessible region of the weld and cannot exglaénsignal to the left of that caused
by . In fig. 8.10(b), all the prominent signals are@mted for by the weld features

save that similarly positioned to the left of thgnsl caused bygd

The same process would be used to locate the pitelgfect in fig. 8.11. The
isochrones intersect the far weld boundary in tlexgs labelled,eand ¢ in both fig.

8.11(a) and fig. 8.11(b). Since the angle of inomkeof the interrogating wave would
be known, it could be decided which of the intetisss would be the more likely

location of the defect.

168



8. Fermat transformation

8.6 Discussion and perspectives

This chapter proposes a new method of space tramsfion using Fermat’s principle
for ultrasonic imaging in a medium that is inhomogeus and anisotropic. The
method is shown to be of broad applicability to raeekhibiting these qualities but
here it has been demonstrated within the specifipli@ation of the improved
inspection of austenitic steel welds. The focus b@sn on the generation and the
basic properties of the resulting transformed siawe a previously developed weld
model. The transformation also offers alternativ®ialisations of the weld interior
that are inaccessible or that are accessed muhiphebers of times and illustrates
areas of higher or lower ray concentration by ihe sf the transformed mesh. It is an
excellent educational tool to those carrying outdmespection and, for the same
reasons, to those studying propagation of any tfpey (since this transformation
can be applied to e.g. light rays) in difficult maals. Educational applications may
include seismic arrays in oil exploration or theh&eéour of light rays about

astronomical bodies.

The concept presented in 8.4 can be readily extenoenclude mode converted
reflections by the substitution of the mapped wedtidig. 8.4 into fig. 8.10. Such
distorted weld maps for specific transducer locwion specific weld geometries
could be supplied to manual ultrasonic inspectorsitl signal interpretation. Here

operation has only been on a weld model whose piiepare analytically defined.

For the needs of industry, the accuracy and uses$slof weld maps would depend on
knowledge of how the weld properties vary with egpto position. Once these
properties have been supplied, the Fermat transfitomis ready for execution. The
simplification of ultrasonic paths in complex madés allows for greater ease and
thoroughness of inspection planning, interpretatidrresults and understanding of
phenomena relating to inhomogeneity due to the l&ithp of ray behaviour in

transformed space.

This concept paves the way for the large body awkadge of methods associated
with conventional imaging, many of which are applite to isotropic homogeneous
materials, to be exploited in order to improve tekability of material inspection by
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means of the Fermat mapping process. This is des&ibcause complications
specifically relating to material inhomogeneity amisotropy would be circumvented
due to the quasi-isotropic and quasi-homogeneotsranaf mapped space. The
concept shown in chapter 6, where isochrones amvknto be circular arcs in

isotropic space, illustrates one such example.rButtork in this area would involve

tailoring these methods more closely to specifiedseof industry and the implications
of the findings may heavily influence the practipabblems of the interpretation of

inspection data and the methodology of austeniélthwnspection.

A limitation of the Fermat transformation is thatholds only when viewed from a

single point, the transformation origin. However,has been observed that small
changes in location of the transformation origimyayive rise to small changes in the
map (and thus potentially small areas if one attsnip use the map from an
observation point differing from the transformatipaint). Quantification of the error

would instil greater confidence and perhaps greaeceptance of the Fermat
transformation. Further work may determine for whega is a given Fermat map

valid within a given level of accuracy.
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Table 8.1

Figure 8.1

Weld parameters used in chapter 8, unless othestéded.

Weld parameter Value
T 1.0
D’ 1.6mm
n 1.0
o arctan(0.32) = 17.75f
(a) 188° to 203° phase angle (b) rapid motion at around 205°

angle 1s
steadily
increased

ray perfornys

retrograde motior

Illustration of ray behaviour as the phase argiadreased from 188° in (a) to 205° in
(b) and to 221° in (c). Retrograde motion of thgpath is observed in (b). Arbitrary

dimensions.

171



8. Fermat transformation

@ 0

Figure 8.2 lllustration of the Fermat mapping process of geapoint t from (a) unmapped space to
(b) Fermat space from the ray of time length

(a) (b)

gold
silver \&=
S

silver
gold

Figure 8.3 Fermat transformation with transverse waves ofrauksited block whose undistorted
geometry is shown in (a), where the materials bygdld above silver and (c) silver
above gold. Angle between the dashed line andehtecal in (b) is the critical angle for
the interrogating wave mode. Arbitrary dimensions.
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Figure 8.4 Examples of generated Fermat maps for a ray s@ir@®,60)mm to the spatial origin

for (a) P waves without mode conversion (b) P waviéls mode conversion to shear (c)
SV waves without mode conversion (d) SV waves withide conversion to longitudinal
and (e) SH waves without mode conversion. Thectftbspace is below the backwall.
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(a)
60—
40 -
20—
0 —
I
-40

(b)

Figure 8.5 Ray-tracing through a structure, showing paths)rugmapped space simplifying in (b)
Fermat space. The ray source uses P waves an@@r(Bn from the origin.

mim

(b) .

60~ .
40- N

pra— . );, { “J RN
20—

a
B /
0- A

I
-20 0 20 40 60
mm

Figure 8.6 The labelled areas are inaccessible using SH wawesthe source at (50,60)mm
relative to the weld origin; area & inaccessible due to ray interaction with tharmary
and area ais inaccessible due to the weld geometry; (a)traging diagram and (b)

Fermat space diagram.
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(a) (b)

IS ray reflection line
ray termination line

ray cannot exist below ray cannot exist below
termination line reflection line

Figure 8.7 Computation structure in the Fermat transformagimtess for cases (a) without
backwall reflection and (b) with backwall refleatio

mm

[~
v ~ | seen once
een thrice

Figure 8.8 The darker shaded area in (a) is seen thrice fhensdurce emitting SV waves at
(45,60)mm to the origin. In (b) mapped space, dnéa becomes three separate areas,
labelled b, b, and b. White areas within the weldment are inaccessible.
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(a)

I N A N I
-40 =20 0 20 40
mm mm

Figure 8.9 The upper end of the crack in (a) is seen a maltipimber of times, thus in (b) mapped
space, the crack splits and the pogbecomes transformed to three imaggescand G.
For this example)’ = 8mm.

(a) time/ s (b) time/ s
4 8 12 16 20 24 4 8 12 16 20 24
‘ prominent unexplained signal prominent unexplained mgnai‘
b L tomomab .
bt
longitudinal . transverse
source oM source —d _ AN T T
=)
ds
\
\
)
4,

Figure 8.10 Matching of prominent signals within time tracesnfr FE simulations to known features
within the weld for (a) P waves and (b) SV wavesng circular arcs as isochrones.
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(a) time/ s (b) time/ pis
4 8 12 16 20 24 4 8§ 12 16 20 24
longitudinal transverse |
source source ' ' > \ ’ ’
Eﬂg points of interest: points of interest:
271
o e,
\
e1
e2
A e,

Figure 8.11 Matching of prominent signals that were not accedror by weld features in fig. 8.12
Isochrones are drawn on the mapped weld for (aawewand (b) SV waves to identify
possible locations for the feature responsibldterreflected signals, using circular arcs

as isochrones.
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9 Conclusions

9.1 Review of thesis

The broader aim of this thesis has been to inva&tithe propagation of ultrasound
through austenitic steel welds with the eventuah af the improvement of the
ultrasonic NDT&E of joints containing this materialhe approach has been to
understand the key fundamentals, to apply thenxigiieg techniques and then to aid
the development of new techniques, motivated intlaf the challenges presented by
the ultrasonic inspection of anisotropic and inhgereous media due to the complex
steering of ultrasonic paths in the material. Witliecent years, interest in this
research area has begun to increase due to advamossmputing power and
affordability, the corresponding increase in thewvpo of FE modelling and the
widespread introduction of phased array technology.

The basic concepts of bulk wave propagation inaropic materials were reviewed
in chapter 2, in order to set out the terminologg ¢éhe underlying fundamentals for
the rest of the thesis, particularly useful fordes interested in replicating the ray-
tracing model described later. The contrast witbhppgation in isotropic materials
was emphasised. Important concepts that are plarigurelevant to anisotropic

waves were illustrated: the distinction between sehand group vectors and
velocities; and the distinction between the phasd polarisation vectors. The
important properties of a wave were summarisetieaend of chapter.

Additionally, plots of group and phase slownesdasgs were shown to be a visual
aid to understanding, useful for explaining sometlud anisotropic phenomena

encountered in the thesis.
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Chapter 3 continued in applying the fundamentalhefprevious chapter to deal with
the interaction of bulk waves with a single plamaterface. A general method of
modelling interaction with multiple parallel intades was also presented; this method
was employed for validation purposes. The tranglgiisotropic material, used in the
weld in the ray-tracing model, was introduced. Thapter concluded with a short
illustrative study on evanescent waves and thelmabeur with respect to the

slowness surface diagram.

In chapter 4, a previously-developed weld model @nedray-tracing procedure were
introduced and defined. This chapter described liog ray-tracing handles ray
interaction with the weld boundary, the backwalie ttop surface and crack-like
defects. Ray-tracing matters unique to anisotrapaterials and several important

programming issues were explored in 4.4.

Validations were performed in chapter 5. The inteom of a wave at a single
interface was modelled using a simple FE model el selected properties of
reflected and transmitted waves were compared prgdicted values from the ray-
tracing predictions. The FE equivalent of the naging weld model was introduced

and a conceptual application to inspection planmiag illustrated.

Bulk imaging principles and the algorithms of aiegr of phased array focusing
technigues were reviewed in chapter 6. The prookssve field computation by ray-
tracing was also explained for the general inhomegas case and for homogeneous
cases of varying numbers of interfaces. Examplesowo¥ various properties of the

wave field vary with respect to ray termination itios were illustrated.

The computed time delays were used to focus imafyearious defects in chapter 7.
The signal data were generated in two differentswdy the first case, they were
generated by the ray-tracing function of chaptesitulating a phased array, and
were focused in the frequency domain. The raystrdar this purpose included those
reflecting from the backwall and mode convertinghe process. In the second case,
signal data were generated in an FE model of tHd,wdescribed in chapter 5, and

were focused in the time domain. The results ohlmatses served to highlight the
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importance of using delay laws that represent tii®mogeneous and anisotropic

properties of the weld to avoid defect mislocato missizing.

In chapter 8, the original method of the Fermahgfarmation was proposed. This
transformation reshapes regular geometry in whays rtrace complex paths and
travel with varying velocity to a complex geometviere the rays trace simple wave
paths and propagate with constant velocity. Thegnites of the transformed space
were listed and explained, including cases inv@wviay reflection, mode conversion
and beam-steering due to material anisotropy. Aplicgtion to the inspection of

austenitic steel was illustrated in conceptual form
9.2 Review of findings

The investigations in the theoretical chaptershif thesis have set out the underlying
theory of ray-tracing in inhomogeneous and anigitranedia, to be applied in the

latter chapters. The applications are bulk imagind the Fermat transformation and
in this section the main results and theoreticalifigs of each are reviewed.

9.2.1 Bulk imaging

The fundamental core of this area of work was teustand how elastic waves might
be modelled in generally anisotropic media. Thaultesof this investigation have
been published [P2]. Additionally, the understagdigained from the following

studies of:

e Elastic bulk wave propagation in anisotropic mediad their reflection and
refraction at planar interfaces;

e Ray-tracing in modelled austenitic weld material represent the behaviour of
elastic constants in different types of weld typlickound in austenitic materials;

e Phased arrays principles and their applicatiamiging in isotropic media;

e Fermat’s principle applied to ray-tracing;

e Finite element simulation techniques of elastitklwave propagation in isotropic

and anisotropic inhomogeneous media
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has been acquired with the aim of improving thengizand location of simulated
defects within an austenitic steel weld model. Thaging results presented in
chapter 7 demonstrate the following original cdnitions to the field:

e That the synthetically focused imaging algorithpnssented in chapter 6, typically
applied to isotropic and homogeneous materials,atsm be applied to those with
anisotropic and inhomogeneous properties and thktydaws for a simulated
phased array can be computed using ray-tracingiples and applied to bulk
imaging;

e That simulated images of simple point defects aratk-like defects (via the
Huygens principle) can successfully be generatedifing and location using the
principles of ray-tracing in difficult materials tgenerate the signal data; results
have been published in [P3] and [P4];

e That data have been extracted from FE simulaten they have successfully
been focused for image generation to locate sowfcesflection; results have been
published in [P5].

e That it is possible to apply the prediction of yyedrop and array coverage to

improve image quality; this was also shown in [P7].

The intermediate results in 5.4 that led to thevabmontributions are also important.
Also, it was illustrated in chapter 5 that the teaeing diagrams themselves could be
used to help inform choice of beam angle or traosdposition in a weld inspection

scenario.

An important novel aspect of the ray-tracing irstthiesis is that the advancement of
the ray is defined in terms of a temporal fixecosds opposed to a spatial fixed step.
Although, evidently, in the limiting case, eitheppsoach will tend to the same
solution, it had been observed in many casesleat, the weld centreline, the smaller
the radius of curvature of the ray, the lower iteup velocity. Thus the advantage
offered by using a fixed temporal step is that ffiney discretisation of the ray is
afforded when most needed i.e. the distance tesitales with the group velocity of
the elastic wave from place to place in the matama so is better able to cope with

the inherent variations in length scale.
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9.2.2 Fermat transformation

This original method is of wide applicability toyanombination of materials but the
results and findings in this thesis are presemdtie specific context of the ultrasonic

inspection of welds.

The results of the investigations of the transfairapace in chapter 8 demonstrate the

following:

e That it is a region in which all rays passingtigh the transformation origin travel
in a straight line at a constant ray velocity;

e That it offers an alternative visual represeptatdf areas that are hard to access
ultrasonically, areas that are impossible to aceesisareas that are accessed more
than once from a given transducer position; theegdmroperties of transformed
space have been published in [P1];

e That the grid density can be used to predict Wwihégions of the weld would have
a higher concentration of ultrasonic energy; a epngal example of the
application of Fermat transformation diagrams wasliphed in [P6].

The intermediate results of chapter 5.4 were ingmbrin the validation of the ray-
tracing and hence in the validation of the Fermatgformation. Using a simple FE
model to represent a single boundary between tffereint materials, the properties
of plane strain waves in the FE simulation and ghaperties predicted by the ray-
tracing function were compared and excellent agesg¢rwas found. The discussion
of 8.6 has emphasised the practical impact that tdchnique could have on the

reliability of manual ultrasonic inspection in ardustrial setting.
9.2.3 Deliverable software tools

It has been emphasised elsewhere that the delleesafiware is fully adaptable to a
wide range of other applications, such as the rtspe of layered composite
materials or joints of complex and varying geometoytake NDT&E examples, or,
further afield, the application of seismic arragisoil exploration or the study of the

steering of light rays to render objects invisible.
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It is for this reason that many of the deliverahieghis thesis are in the form of
software tools written in commonly-available langes, which have been composed
in anticipation of future use and heavy modificatiand extension, in addition to
serving the purpose of fully demonstrating the ssstul assimilation of the
theoretical topics listed in 9.2.1 necessary fersbccessful execution of this project.

A summary of the software tools and procedurebasve in appendix B.
9.3 Areas for improvement

Here a discussion is made of limitations and suggeareas for improvement. FE
simulations have taken the role of support anddasibbn for the ray-tracing. Some
general limitations have been observed and ar@meass to why the imaging from

FE data did not produce images of the same quagitjrose from ray-tracing data:

e Abrupt changes in material properties (such asdfat the illustrated boundaries in
fig. 5.8 except for the absorbing boundary and tiedveen the weld and the parent
metal) partially reflect incident waves;

e Too coarse a mesh is known to have distortiorfactesf on the propagating wave;
simulations involving a fine mesh would have takenexcessively long time to
complete. The temporal discretisation of the ragitrg is much finer than the
spatial discretisation of the FE mesh for the seeasons;

e The ray velocity is dependent on the direction pvbpagation due to the
fundamental properties of the mesh itself [98]; @endetailed study can be found
in chapter 4 of [25].

The last limitation is inherent to FE modelling afy kind and can be alleviated
through use of a finer mesh. However, this woulttéase the required computation
time, thus contributing further to the second latigdn. It is believed that as

computing power increases over time, both of thesees would diminish. The first

limitation may necessitate a redesign of the méaleimooth the boundaries, making
use of the studies in [99]. Chapter 5 of [25] corgadetailed treatment of realistic

defects in FE modelling. Circular notches, for amste, might be a superior

representation of a small (or infinitesimally) podefect than a rectangular notch, but
are more difficult to generate.
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The ray-tracing model also has limitations thattarbe addressed in any future work.
The model currently ignores directivity of eithbetarray element or the defects. It is
suggested that elemental directivity [86] can bepleamented and that scattering
matrices [100] can be incorporated into the modelptoduce a more realistic
behaviour of energy reflection. Image enhancemgh@d] intended for isotropic

materials may eventually be applied to images stemitic steel welds, aided by the

improved understanding of the nature of bulk wameéshomogeneous materials.
9.4 Perspectives

The ability to parameterise the weld is key to tyeplication of the Fermat
transformation or the imaging techniques. It is cewable that increases in
computing power would allow one to vary the pararetof the weld model to
maximise the correspondence between known featurédee weld and resulting
images. Doing so would allow one to obtain the wedameters as accurately as they
can be found, and this eventually would minimissc@pancy between other features

of the image and the actual size and location egelfeatures in the weld.

The following investigations are suggested as &tumork in the longer term to assist

the application of the theory to wider practicadsts

e To understand the variation of the weld paramessrsaspects of the welding
methods are adjusted, such as the choice of weldagrial, welding angle and
speed, and the number of passes; such understanduld make the theoretical
weld model used in this thesis more widely applieathis could be especially
important if the model is to be extended to deah\8D ray-tracing, incorporating
the typical layback of 10-20° found along the weigkction [102];

e Following on from above, to investigate how re@utd ultrasonic array
measurements could be used to refine the weld deasnusing tomographic
techniques; initially a small number of parameteveuld be available for
adjustment but improved conditioning of the problamy allow more complex
weld models with a greater number of parametebetapplied,;

e To investigate methods of measuring elastic comstgientation directly from

computer-aided visual inspection;
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e To evaluate the results of experimental studiesaoprepared sample of an
austenitic steel weld; work on a specimen wouldvallthe evaluation of

enhancements to the ray-tracing model suggest@®in

As a result of these studies, it is expected thatcapability would exist to produce
the optimum weld model representative of real wetdsbe confirmed by material

modelling and destructive tests. A robust methoeigected to refine the parameters
of the weld model, allowing for the production obra accurate images and making

fuller use of the understanding of beam-steering.
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Appendix A: Delay laws for two parallel interfaces

A.1 Introduction

The computation process for the time delay in tleendgeneous case with two
parallel interfaces is explained here, having begpended to the thesis for
completeness in the context of the computatiomnaod telays in chapter 6 and may be
of interest to those who are interested in rephgathe ray-tracing model therein.
This process is fully analytical for the time cd#tions, and is relevant to cases where
the system involves a wedge and where backwalecedin is required i.e. the

inspection scenario is half-skip or full-skip.
A.2 Computation process

The ray to be traced is transmitted from the ceotrine element whose co-ordinates
are {/s, z) and the ray target (at the image point) liesyatZ). The ray crosses two
boundaries and thus encounters up to three diffenarterials in all. The propagation
group velocities in the three materials are assighe symbold/;, V, andVs. and the
points where the ray crosses the first and secotetface are assigned the co-
ordinates ¥, z1) and -, z) respectively. These co-ordinates and all otheiaktes

are defined in fig. A.1.
By considering the geometry, one may write
h=r+r'+r"+h, (A.1)

with three unknowns. Two more equations are redquir€hese are found by

considering Snell’s law at both interfaces
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A. Delay laws for two parallel interfaces

sin(@,) _sin(6,) _ sin(g;)
Vl V2 V3 .

(A.2)

Snell's law is then rewritten by replacing the emgmetric functions with geometric

expressions

I n

r r r
= = . (A.3)
Vl\/r2 +\7 VZ\/r'2 +\V2 Vg\/r"2 +\VZ
The positive real solution of the twelfth-order yrmbmial equation ira:
a*Xx,y,z, +
ax,y,z, +
alo[)(4Y4ZZ + X4YZZ4 + X2Y4Z4 + X;Y4ZA'1 +Y2'X4ZZ] +
a'9[>(4Y4zl + X4YZZS + X2Y4Z3 + x;Y4ZZ’% +Y2'x4zg] +

a%[X,Y,Zo + XY, Z, + XV, Z, + XV, Z, + XY, Z, + XY Z, + Y, V,AVE +
XNVAVE + XOY,Z0 + XY, Z + XY, Z4 + Yo X, Zh + Yo X, Z0 +Y. X, Zh - +
Y, V2v22v32Xé’Y2"]

a'[X,Y,Z, + XX, Z, + XY, 24+ XY, Zs + XY, Zy + XOY,Z4 + XY, 2, +
Y3 X525 + Yo X, Z5]

a’[X,Y,Zy + XY, Zy + X,Y,Z, + X Y, Z, + X, Yo Z, + X Y, Z, + X, Y, Z, +
Y Vv + XV + XY, Z) + XY, 20 + XY, 20 + XY, 2, +Y, X 2 + +
YoX,Zi + Y, X, 2 + Yg X Zy = VAVAVEVE (XY, + XY

A% [ X, Y, Z, + X Y, Z, + XY, 2, + XY, Zy + X Y, 2, + XOY,ZL + XY, ZL +
Y2 XoZg + Yo X, Z5]

A (XY, Zy + XY, Zo + X,Y,Zy + XYoZ, + XY, Z, + XY, Z, + Y VSVE +
X VAVE + XY, Zh + XY, Zh + XY, Zh + Yo X Zh +Y X, Z0 +Y(X 20 = +
Y, vzvgvgxgvo']

[ X Yo Zy + XY, Z, + X Y, Z, + XY, ZL + Yo X 2] +
aZ[XOYOZZ + XZYOZO + XOYOZZ + xéYOZé +YO'XOZ;] +
aX,Y,Z, +
X.Y,Z, = 0
(A.5)
yields the value of. The first point of intersection is then given by
Yi=YstT (A.4)
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and the variables introduced in (A.5) are:

Xs = V1t + Vo' — 22V Xo = M1ve? — VAV
Xo = Yo = Vi'vi’; Ya= Vit + Vst - 2V
Yo = V1P = VAV

Z,=1,; Z3=-4—hy);
Z,=60—hy) Z1=-40—hp)%
Zo=(—hy)";

X' = Vi =V Xo' =V12i?;

Z4 = - Z3 = N (hy —hy) ;
Z5 == ( —hp) %

Y2 =Vi? = Vs Yo =Viw?

24 = N5 Z 3" = &5 (hy —hy) and

Z)' = —2\/32V32(h1 — hz) 2.
The other two unknown quantities are defined imgeofr thus:

, \A'A,

¢ = (A.6)
VO =VAr? VA2
and
" — V3V3r . (A?)
VG2 =VAr? +VAZ
The total propagation time is
2,2 n2,,2 m2,,2
p = O e A8
Vl V2 V3

A.3 Root selection

Difficulties in correct selection of the root of @ have been observed foF+0 i.e.
for cases very close to the backwall. It thus bezpmmportant to check that (A.1) is

satisfied after (A.6) and (A.7) have been effectédnot, then one should cycle
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through the other solutions until (A.1) has beetisBad. Once this check has been
made, the value afft is returned to the calculations in 6.4.5 as phthe ray-tracing
procedure described therein.
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Figure A.1 Schematic diagram of the ray-tracing for the cddwo parallel interfaces.
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Appendix B: Summary of software tools

B.1 Introduction

The writing of software tools in the FORTRAN90/98daMATLAB programming
languages constitutes a significant proportionhef deliverable work of the project
and thus the material in this thesis. They haven lestrumental in the understanding
and illustration of the underlying principles dissed in this thesis. Should the reader
be further interested in the procedures used t@rgém many of the figures, this
appendix is written as a summary of the softwaoésto

B.2 Slowness surface tools

Figures containing slowness surfaces in chapter8 2and 4 were made by a
MATLAB function. An input text document file, contang material properties,
source wave properties and various plotting visagitbn options, is placed in the
same directory as the MATLAB .m file function. Thenction is executed from the
MATLAB command prompt, generating a MATLAB figurend an output text
document file listing detailed properties of thatsered waves at the interface. The

main uses of this procedure:

e To analytically determine key properties of reféel and refracted waves at a
single interface;

e To produce plots of phase or group slowness sesfaor polarisation vectors in
either two or three dimensions (e.g. fig. 2.6 agdZ.12);

e Repeated calling of this function for varying inghase angle allows the plotting

of amplitude or energy coefficients of reflectedefracted waves (e.g. fig. 3.7).
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B.3 Ray-tracing tools

Using the principles described in chapter 4, thigcedure is followed to predict the
paths and properties of elastic waves as theyadatavith the simplified weld model,
using recalculation of wave properties upon eachement of propagation of a ray
within the inhomogeneous material. The input teoduwdnent file is placed in the same
directory as the application ‘Raytrace0.exe’, oayRacel.exe’ if backwall reflection
is required. The application, after execution, gates four DAT files (as illustrated in
fig. B.1) of which one is transferred to a diregtovhere a MATLAB function
(‘Raytrace0.m’ or ‘Raytracel.m’) and another indilé reside. The function is
executed and a figure is generated of ray patlgs fig- 4.5) or wavefronts (e.g. fig.
4.6).

B.4 Imaging

Many figures in chapters 5, 6 and 7 make use oftiwvare tools presented in this
section. Firstly, delay laws are generated using BORTRAN90/95 application

‘Delays0.exe’, or ‘Delaysl.exe’ with backwall refteon. The accompanying input
file contains material properties, weld model digiens and source wave properties.
The executable produces a DAT file containing ddw@ can be plotted by the
MATLAB M-file ‘Delays.m’ for inspection or illustréon (e.g. fig. 6.11).

The same executables can be used to generate dagaain the frequency domain.
The resulting DAT files are sent together with tlcaintaining the delay laws to
another executable ‘Image.exe’, creating anothei Dife of image response data,
which is plotted (e.qg. fig. 7.4) by the MATLAB fution ‘Image.m’. This procedure is
shown in fig. B.2.

If images are to be constructed from FE data idsteaaen the executable
‘Weldsim.exe’ is used to generate an ABAQUS inple that describes a job
simulating the propagation of an elastic wave tghoa simplified model of a weld.
The results of the ABAQUS job (‘sO.dat’ and ‘s1.dhie to the two simulation steps
involved), having been extracted using a scripttteuni in the Python programming

language [103], are integrated using ‘Weldsim.nd amay be plotted for inspection
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(e.g. fig. 7.12). The executable ‘Image.exe’ prgesshe results of the FE simulation
with the delay laws to produce synthetically focusmages (e.g. fig. 7.13 and fig.
7.14) as illustrated in fig. B.3.

B.5 Fermat transformation tools

Plots of transformed space in chapter 8 were maglethe FORTRAN90/95
application ‘Distort0.exe’, or ‘Distortl.exe’ if lswall reflection is required. Two
DAT files containing Fermat times and Fermat angias be processed by these
functions to generate, via the MATLAB functions dort0.m’ or ‘Distortl.m’,
images of cracks (e.g. fig. 8.9) and rays (e.qg.8i§) in transformed space. If neither
Is required, then the grid can be plotted (e.g.8ig). The process is illustrated in fig.
B.4.
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compute
f raytrace(.inp ray-tracing

Raytrace0.exe
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produce figure

legend —» program flow
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executable function

box containing all relevant
documents for a particular purpose

Figure B.1 Schematic diagram of the procedure for ray-tra¢imgbackwall case only). Legend,
applicable to all the figures in this appendixsi®wn.
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delay laws t delaysO.inp tidelayso.mp signal data
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compute * *
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Figure B.2 Schematic diagram of the procedure for synthetiu$ong of ray-tracing signal data
within the simulated weld model (no backwall caséy/p
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Figure B.3 Schematic diagram of the procedure for synthetim$ong of FE signal data within
the simulated weld model (no backwall case only).
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Figure B.4 Schematic diagram of the Fermat transformationgutace (no backwall case only).
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