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Abstract —
In this paper, we study the delay-limited capac-

ity of a cooperative relay network where the termi-
nals are constrained by half-duplex assumption and
average total network power. We show that, contrary
to a single source-single destination case, where both
terminals have only one antenna, a non-zero delay-
limited capacity is achievable. Furthermore, we in-
troduce simple transmission protocols which utilize
the relay depending on the network channel state,
and considerably improve the delay-limited capacity
of the system compared to ‘always’ cooperate type
protocols. This emphasizes the importance of feed-
back for cooperative systems that have delay sensitive
applications.

I. Introduction

User cooperation has emerged as a spatial diversity tech-
nique to provide robustness against channel fluctuations in
wireless environments [1], [2]. Cooperative diversity systems
have been extensively studied in terms of different techniques
and different performance metrics.

The main setting subject to analysis is composed of a single
source-single destination pair and a relay terminal possibly
assisting the communication among them as shown in Fig. 1.
The channels among the terminals are modeled as independent
quasi-static fading channels. Then the suitable performance
metric is the outage probability which is shown to be the lower
bound for the frame error rate of a coded system.

Most of the research on cooperation is based on the as-
sumption of no channel state information at the transmit-
ters (CSIT), where only the channel statistics is known, while
receivers have the perfect channel state information (CSIR).
Different from the main body of the research work on the
subject, here we will follow the approach in [3], [4], [5] and
assume the existence of perfect CSIT and CSIR. We will ana-
lyze the delay-limited capacity of the system. The availability
of the CSIT allows the terminals to adapt their power levels
and transmission times depending on the channel states, thus
achieve a significant improvement in the performance. We
will also offer an opportunistic cooperation strategy where the
source-destination pair utilizes the available relay resources
only from time to time depending on the channel states.

The analysis of the delay-limited capacity of a slowly fading
communication channel is given in [6]. Delay limited capac-
ity corresponds to the maximum achievable rate obtained by

1This work was supported in part by NSF Grant No. 0430885.

Figure 1: Illustration of the cooperative system model.

keeping the instantaneous mutual information constant with
the help of power control strategies. This approach is jus-
tified by the delay sensitive applications such as voice and
video communications. Here the channel state information is
essential, since otherwise for any pre-assigned rate and power
values, there is a non-zero probability of outage. In [6] the
delay-limited capacity region of the multiaccess fading chan-
nel and the associated optimal power control strategy is char-
acterized.

In [7] different simple protocols are offered to attain a lower
outage probability through cooperation. Other than the in-
cremental amplify-and-forward protocol which utilizes a single
bit feedback, all of the other protocols offered in [7] or most
of the subsequent work assume no CSIT, and thus no signal
or power adaptation. In [3] authors assume perfect CSIT and
study outage probability minimization for different protocols.
Their analysis is mainly based on the full duplex assumption,
i.e., the capability of simultaneous transmission and reception
at the relay. The study of non-simultaneous relay transmis-
sion and reception is through amplify and forward protocol
where they assume a fixed cooperation strategy, i.e, source
and relay always cooperate regardless of the channel states.
The authors show the importance of feedback for achieving
minimum outage probability and further in [4] they show that
even limited feedback improves the performance. In [5] effect
of CSIT on ergodic capacity is studied.

In this work we consider a half-duplex system where the re-
lay cannot transmit and receive at the same time, and analyze
a decode and forward type strategy from the delay limited ca-
pacity perspective. In our scenario only the amplitudes of the
channel states are available to the source and the relay. They
either do not have, or do not utilize the phase information,
thus the coherent combination of the source and the relay sig-
nals is not possible. Hence, unlike [9, 10] there is no benefit
of the source and the relay transmitting at the same time.
Channel state information is only utilized for power adapta-



Figure 2: The model for the source, the relay and the
destination locations.

tion and optimization of the proportion of the time that the
relay receives information from the source.

The results obtained in this paper show that feedback, on
top of cooperation will help the mobile terminals attain im-
proved battery life and transmission rate by simple power al-
location algorithms. Furthermore, it is shown that an oppor-
tunistic approach to cooperation, or ‘asking for help when you
really need’, improves the performance of the overall commu-
nication in the delay-limited capacity sense, compared to the
previously analyzed fixed strategies.

The outline of the paper is as follows: In Section II, the
network model that is subject to our analysis will be intro-
duced. In Section III, we will briefly make an analysis of the
delay-limited capacity for the fixed decode-and-forward pro-
tocol. In Section IV, we will explain the opportunistic coop-
eration strategy. In Section V, an upper bound is found for
the performance of the system. Section VI is devoted to the
analysis of the numerical results and their discussions. Section
VII includes the conclusion and the future work.

II. System Model

Our system consists of a single source(S), single destina-
tion(D) pair and an available relay(R) as shown in Fig. 1,
where each terminal has one antenna. The links among the
terminals are modelled as having quasi-static Rayleigh fading
that are independent. The fading coefficients are denoted as
hi, i ∈ {1 , 2 , 3} and they are circularly symmetric Gaussian
random variables with zero mean. There is also additive white
Gaussian noise with unit variance at each receiver.

Amplitude squares of the channel coefficients, which are
exponentially distributed with λa, λb, and λc will be denoted
by a,b and c as shown in Figure 1, i.e., a = |h1|2, b = |h2|2,
and c = |h3|2. The parameters for the exponential distribu-
tions capture the effect of pathloss across the corresponding
link. To consider the effect of the relay location on the per-
formance of the network, we will follow the model in Fig.
2 and assume that the relay is located on the line joining
the source and the destination. We will normalize the dis-
tance between the source and the destination and denote the
relay-destination distance as d and the source-relay distance
as 1− d, where 0 < d < 1. Then the overall network channel
state, s = (a, b, c) becomes a 3-tuple of independent exponen-
tial random variables with means λa = 1, λb = 1

(1−d)α , and

λc = 1
dα , respectively, where α is the pathloss exponent. We

will consider α = 1.5 throughout the paper.

We assume that all the channel states a, b, and c are known
at the source, the relay and at the destination, while the phase
information is only available at the corresponding receivers.
Furthermore, we assume that there is an average power limi-
tation, Pavg on the total average power used by the network.

We constrain the terminals to employ half-duplex transmis-
sion, i.e., they are not allowed to transmit and receive simul-
taneously. The protocol for cooperation that we will suggest

Figure 3: Cooperation protocols, fixed decode-and-
forward (fDF) and opportunistic decode-and-forward
(ODF).

and analyze is based on the decode-and-forward (DF) proto-
col of [7]. Basically, the time slot or the channel frame of
the source terminal, which corresponds to one fading block of
the channel, is divided into two. In the first half of the time
slot, the source transmits to both the relay and the destina-
tion, and in the second half if the relay decodes the message,
it forwards the same message to the destination. The des-
tination, receiving two copies of the same message from two
independent fading channels combines them.

In the DF protocol defined in [7] the relay remains silent if
it cannot decode the information after listening to the source.
However in our system, due to the availability of the channel
state information, when the source decides to utilize the relay,
it transmits at a power level that guarantees decoding at the
relay.

Our cooperation strategy optimizes the power allocation
among the source and the relay, subject to the total power
constraint Pavg, as well as the time that the source transmits
based on the the instantaneous channel gains to maximize the
delay-limited capacity. This is illustrated in Fig. 3 as the
ODF protocol whose details will be discussed in Section IV.
We will allow the source to transmit its message directly to
the destination throughout its whole time slot depending on
the channel state information. Naturally, this is preferable in
some channel states as we have a total power constraint for
the source and the relay which means that the relay power
cannot be utilized without cost.

Note that since the phases of the fading coefficients are
not known at the transmitters, there is no coherent combina-
tion of the source and the relay signals and they do not need
to transmit simultaneously to the destination after the relay
listens to the source as in [9, 10]. Since we consider delay-
limited capacity and require the relay to decode the message
for cooperation, simultaneous transmission would result in a
performance loss.

III. Delay-Limited Capacity of Fixed
Decode-and-Forward

We know that the single-user delay-limited power control
strategy is ‘channel inversion’, i.e., the power level corre-
sponding to fading amplitude a is P (a) = 1/a. However,
for Rayleigh fading, the exponentially distributed fading am-
plitude has a probability density fa = (1/λa)exp(−a/λa) for
which

∫∞
0

f(a)a−1da = ∞. Thus the delay-limited capacity is
zero for a finite expected power limitation, Pavg [6].



However, it is known that a non-zero delay-limited capac-
ity can be achieved with multiple antennas in case of Rayleigh
fading [8], where the channels corresponding to different an-
tennas are uncorrelated. We will show that cooperation also
provides a positive delay-limited capacity due to its increased
diversity.

First we consider a simple non-opportunistic fixed decode-
and-forward (fDF) strategy based on a minor modification of
the DF protocol of [7]. We utilize the channel state informa-
tion in the simplest way to achieve a non-zero delay-limited
capacity. Here, independent of the channel conditions, the
time slot is equally divided into two. In the first half, the
source transmits at a power level that guarantees the decod-
ing of the message either at the relay, or at the destination
depending on the overall channel conditions.

We should note that, in the DF protocol of [7], the message
is transmitted over the relay independent of the channel states.
However, in the delay-limited capacity case, this would require
a power level which would guarantee the relay decoding at the
end of the first half. This would end up in a delay-limited ca-
pacity of zero as in the direct transmission case. Similarly, the
decision to choose between direct transmission or decode-and-
forward should also consider the state of the relay-destination
channel. Otherwise, the delay-limited capacity would again
be zero as it will be limited by the relay-destination channel.

In the case of message going through the relay (when the
source-relay and relay-destination channels are both better
than the source-destination channel), the relay retransmits
the message with an independent Gaussian codebook and at
a power level that is enough for the destination to decode the
message by combining the signals from the source and the
relay(Fig. 3). As argued in [9, 11], independent codebook
usage increases the maximum mutual information, thus the
rate at the receiver compared to repeating the message using
the same codebook.

Our goal is to achieve maximum constant transmission rate
over varying fading coefficients with zero outage probability
by using a power adaptation strategy with average total power
below Pavg. Let P1 be the source transmit power during the
first half of the time slot, and P2 be the relay transmit power
in the second half of the time slot. Both P1 and P2 are allowed
to depend on the channel amplitude vector s. Then for the
delay limited capacity of the fixed decode-and-forward (fDF)
strategy, in case of cooperation, we have:

CfDF
d =

1

2
log(1+P1b) =

1

2
log(1+P1a)+

1

2
log(1+P2c), (1)

where 1/2 is due to the time-sharing.
We should note that P2 = 0 when a ≥ b or a ≥ c. In this

case

CfDF
d =

1

2
log(1 + P1a). (2)

Then we can summarize the optimization problem for fDF as:

max CfDF
d , (3)

subject to E
[

P1+P2
2

] ≤ Pavg,

where P1 and P2 satisfy equations (1) and (2).
The numerical results for the delay-limited capacity of

fDF and its comparison with the ODF protocol that will be
introduced in the next section can be found in Section VI.

IV. Delay-Limited Capacity of Opportunistic
Decode-and-Forward

In the fDF protocol, we force the source to send its message
through the relay. However this may result in a degradation
of the performance depending on the channel gains. In op-
portunistic decode-and-forward (ODF) we let the terminals
to operate in two different modes, direct transmission(DT)
mode or decode and forward(DF) mode. In DT mode, the
source transmits directly to the destination throughout the
whole time slot and the relay neither tries to decode the mes-
sage nor transmits at any portion of this time slot. In DF
mode, however, the source first transmits its message to the
relay, and the relay decodes and retransmits this message us-
ing an independent Gaussian codebook. Let P1 be the source
power in DT mode, and P2 and P3 be the source and the relay
powers in DF mode. Note that all the powers are functions of
the channel state vector s.

In ODF, the source and the relay divide the time slot into
two parts which are not necessarily equal. We will introduce
the parameter t (0 ≤ t ≤ 1) for optimization of the time
allocation, where the time slot is normalized as 1. This is
illustrated in 3. Note that t also depends on s. Let A be the
set of network states that DT is used and Ac be the set of
states that DF is used.

The instantaneous capacity, Cd for each mode can be writ-
ten as

CDT
d = log(1 + P1a), (4)

CDF
d = t log(1 + P2b), (5)

= t log(1 + P2a) + (1− t) log(1 + P3c). (6)

Since we want to achieve a constant rate, say R, for all channel
states with zero outage probability, we want the instantaneous
capacity achieved at DT mode (Eqn. 4) to be equal to the in-
stantaneous capacity achieved at DF mode (Eqn. 5, 6), both
of them being R. Then the delay-limited capacity maximiza-
tion problem can be stated as

max R = CDT
d = CDF

d ,

s.t. E[P1|s ∈ A]P (s ∈ A) +E[tP2 + (1− t)P3|s ∈ Ac] ·
·P (s ∈ Ac) ≤ Pavg. (7)

Calculating the expected transmit power, E[P ] for each mode,
we get the following:

E[P1|s ∈ A] = (2R − 1)E

[
1

a
|s ∈ A

]
, (8)

E[P2|s ∈ Ac] = E[
(2R/t − 1)

b
|s ∈ Ac], (9)

E[P3|s ∈ Ac] =

E

[
1
c

{
2R/(1−t)

[
1 + a

b

(
2R/t − 1)

)]t/(t−1)

− 1

}
|s ∈ Ac

]
.

(10)

Obviously DT is chosen when we have a ≥ b or a ≥ c,
because there is no need to ask for the relay’s help when the
source-destination channel is better than the source-relay or
the relay-destination channels. If a < b and a < c, then the
source prefers to transmit the message over the relay if the
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Figure 4: Delay-limited capacity vs. average sum power.

required power for DT is more than the required power for
DF for that specific channel realization. Hence

s ∈ A ⇐⇒ a ≥ b or a ≥ c or P1 < tP2+(1−t)P3 for ∀t ∈ (0, 1),
(11)

ODF is a more advanced protocol compared to fDF in three
aspects: i) dynamic time allocation, ii) more advanced deci-
sion rule among DT and DF modes, iii) more efficient usage
of the channel in case of DT. However, it still keeps the sim-
ple nature of the decode-and-forward protocol in the coding
sense.

The analytic computation of the delay limited capacity
based on this opportunistic cooperation, where an optimal
power and time allocation strategy is used, is hard to obtain.
Thus, our analysis will be based on the numerical results. To
simplify our numerical calculations, instead of solving (7), we
will solve the equivalent optimization problem of minimizing
the average total power to achieve a target delay-limited ca-
pacity. Numerical results show that significant performance
improvement is provided by ODF.

V. Upper Bound
In this section, we want to find out how far we are from the

optimal gain by using a simple protocol like ODF. Although
the upper bound we will introduce is loose, we will see that
ODF performs close to this bound for moderate power levels.

We consider two different upper bounds for the delay-
limited capacity corresponding to each relay location. For the
first upper bound, we will consider the case where the source
message is assumed to exist at the relay a priori. Thus, this
is equivalent to a MISO channel with two transmit antennas
where coherent combination of the messages from these anten-
nas is not allowed. Basically, only one of the terminals with
the best instantaneous channel state transmits during each
time slot.

For the second upper bound, we assume that the relay has
a direct connection to the destination, but joint decoding is
not allowed. This is equivalent to the source trying to send
its message to either of the relay or the destination whichever
has the the best channel quality at the specific time slot.

Since both of these case are idealizations of our relaying
scenario, they both upper bound the performance of any pro-
tocol and the smaller one for each channel realization will be
the tighter one.
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Mathematically, the upper bound becomes

max log [1 + P min(max(a, c), max(a, b))] , (12)

subject to E[P ] ≤ Pavg. (13)

VI. Numerical Results and Discussions

Fig. 4 illustrates the delay-limited capacity vs. the average
total power constraint of the system for various communica-
tion scenarios. The topmost curve corresponds to the upper
bound for a relay location of d = 0.5. Since this is the worst
relay location for our upper bound computation, this curve
also serves as an overall bound for any relay location. We
did not include upper bounds corresponding to other relay
locations for clarity of the figure.

The fDF curve shows that although its performance is in-
ferior to the upper bound and the ODF protocol, it can still
achieve a nonzero delay-limited capacity which is not possi-
ble without cooperation. This proves the importance of co-
operation, even in the simplest form, on the performance of
delay-limited systems.

The results for ODF protocol show that the improvement
compared to the fDF protocol is considerable. We also in-
clude results for ODF protocol with different relay locations
where time allocation is fixed with t = 1/2. We see that,
optimization of time allocation improves the performance of
ODF protocol compared to the case where the time allocation
between the source and the relay is fixed in the DF mode.
The curve corresponding to ‘ODF with optimized t’ is for a
relay location of d = 0.8, however different relay locations
result in almost the same performance for the average total
power levels under considerations. This means that, in case of
time allocation optimization, any relay will serve the source to
obtain most of the highest possible capacity. This result is in
contrast with [12], where it was shown that DF type strategies
are suboptimal when the relay is close to the destination.

A very important characteristic of the ODF protocol is the
fact that the relay is not utilized all the time. In fact the
probability of the channel states that result in cooperation
decreases with increasing available sum power. In Fig. 5 we
plot the probability of operating in DT mode with respect to
the sum power constraint when t = 1/2. We observe that
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the proportion of the states where the source utilizes the relay
for cooperation depends on the relative channel qualities and
decreases to zero with increasing sum power constraint. How-
ever, in Fig. 6, where the probability of direct transmission in
case of ODF with optimized t is plotted, we see that cooper-
ation is now more probable. This is due to the fact that, for
some channel realizations, although cooperation with t = 1/2
may be worse than DT, it might be possible to improve the
performance with some other time allocation. Fig. 7 shows
the relay transmission duration ratio that is the expected value
of (1 − t), in case of ODF with time allocation optimization.
Here we see that, for increasing total power, although coop-
eration occurs almost with probability 1/2 (Fig. 6), most of
the cases result in a time allocation where the relay transmits
only a small amount of time, i.e., the relay listens most of the
time to transmit for a shorter time period.

In both cases, either with optimized or fixed t, the im-
provement in the performance comes with a limited use of the
relay terminal, and the relay utilization depends on the relay
location. This feature becomes more important when consid-
ered in a network with more than two mobile units. Then
using opportunistic strategies, it is possible that a relay helps
multiple sources communicating to different destinations si-
multaneously by relaying one of the sources (the one with the
worst direct channel) at each time slot, but still improving
the delay limited capacity for all the sources. This scenario
becomes more meaningful for ad hoc and/or sensor networks
where simultaneous transmissions and relaying are essential.
Thus, there is a tradeoff between less relay utilization by fixed
time allocation, and higher delay-limited capacity by time al-
location optimization. Again for such networks, keeping relay
silent as much as possible, might improve the overall network
performance as it will decrease the interference caused by the
relay as well. If interference is our prior concern, then time
allocation optimization becomes more attractive as it keeps
the relay in the listening mode for most part of the time slot
(Fig. 7).

Furthermore, in Fig. 8 we show the ratio of the average
power spent by the relay to the total average network power
with respect to the sum power constraint where time alloca-
tion is optimized. The ratio is always less than 1/2 and very
small for a relay relatively close to the source. We also ob-
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Figure 7: The ratio of relay transmission duration to the
whole time slot (E[1-t]) vs. average sum power constraint
for ODF with time allocation optimization.

serve that the ratio goes to zero with increasing sum power
constraint. One basic concern about cooperative protocols
in general is the lack of incentives for the terminals to help
each other. In cooperation protocols where CSIT is not avail-
able, terminals relay information independent from the chan-
nel states, which means that they spend half of their battery
power for helping their partner. However, with opportunistic
cooperation the amount of power dedicated to relaying is re-
duced to a minimal amount which makes it easier to promote
cooperation. Again in a denser network scenario, where mul-
tiple candidates are available for relaying, it is possible to pick
the node that requires the least relay power for achieving the
same delay-limited capacity. This will significantly reduce the
resources spent by the relay terminal.

VII. Conclusion
In this paper we assumed the availability of the perfect

channel state information both at the transmitters and at the
receivers and analyzed the delay-limited capacity of a relay
system with an average sum network power constraint. Based
on a network model consisting of one source, one destina-
tion and one relay, we showed that the channel state informa-
tion at the transmitter makes it possible to achieve a nonzero
delay-limited capacity for delay sensitive communications with
the help of cooperation. Furthermore, we introduced the op-
portunistic decode-and-forward cooperation protocol (ODF)
where the relay terminal is utilized depending on the channel
states among all terminals. We showed that ODF brings a
considerable improvement to the delay-limited capacity with
a limited use of relay resources. Our future work will include
the minimization of the outage probability using ODF in cases
where the required transmission rate is above the delay-limited
capacity. We will also explore the effects of limited feedback
on the performance improvement achieved by the ODF pro-
tocol.

References
[1] A. Sendonaris, E. Erkip, and B. Aazhang, “User cooperation

diversity, Part I: System description,” IEEE Trans. on Commu-
nications, vol. 51, pp. 1927-1938, November 2003.

[2] A. Sendonaris, E. Erkip, and B. Aazhang, “User cooperation di-
versity, Part II: Implementation aspects and performance anal-
ysis,” IEEE Trans. on Communications, vol. 51, pp. 1939-1948,
November 2003.



−10 −5 0 5 10 15 20 25 30
0.05

0.1

0.15

0.2

0.25

0.3

0.35

0.4

Average total power (dB)

R
el

ay
 p

ow
er

 / 
T

ot
al

 n
et

w
or

k 
po

w
er

ODF with d = 0.2
ODF with d = 0.5
ODF with d = 0.8

Figure 8: The ratio of the relay power to the total net-
work power vs. sum power constraint for various relay
locations.

[3] N. Ahmed, M.A. Khojastepour, B. Aazhang, “Outage Min-
imization and Optimal Power Control for the Fading Relay
Channel,” IEEE Information Theory Workshop, San Antonio,
TX, October 24-29, 2004.

[4] N. Ahmed, M.A. Khojastepour, A. Sabharwal, B. Aazhang,
“On Power Control with Finite Rate Feedback for Cooperative
Relay Networks,” The 2004 Intern. Symp. on Inform. Theory
and App.,Parma, Italy, Oct. 10-13, 2004.

[5] A. Host-Madsen, J. Zhang, “Ergodic Capacity and Power Al-
location in Wireless Relay Channels,” In Proceedings of IEEE
Globecom, Dallas, TX, 2004.

[6] S. V. Hanly and D. N. C. Tse, “Multiaccess fading channels:
part II: Delaylimited capacities,” IEEE Transactions on Infor-
mation Theory, vol. 44, no. 7, pp. 2816-2831, Nov. 1998.

[7] J. N. Laneman, D. N. C. Tse, and G. W. Wornell, “Cooperative
Diversity in Wireless Networks: Efficient Protocols and Outage
Behavior,” IEEE Trans. Inform. Theory, vol. 50, no. 12, Dec.
2004.

[8] G. Caire, G. Taricco, and E. Biglieri,“Optimum power control
over fading channels,” IEEE Trans. on Info. Theory, vol. 45, pp.
1468-1489, July 1999.

[9] K. Azarian, H. El Gamal, and P. Schniter,“On the achievable
diversity-multiplexing tradeoff in half-duplex cooperative chan-
nels,” submitted to the IEEE Transactions on Information The-
ory, July 2004.

[10] Rohit U. Nabar, Helmut Bolcskei, Felix W. Kneubuhler, “Fad-
ing relay channels: Performance limits and space-time signal
design,” IEEE Journal on Selected Areas in Communications,
vol. 22, no. 6, Aug 2004 pp. 1099-1109

[11] B. Zhao and M.C. Valenti, “Practical relay networks: A gen-
eralization of hybrid-ARQ,” IEEE Journal on Selected Areas in
Communications (Special Issue on Wireless Ad Hoc Networks),
vol. 23, no. 1, pp. 7-18, Jan. 2005.

[12] G. Kramer, M. Gastpar, and P. Gupta, “Cooperative strategies
and capacity theorems for relay networks,” submitted to the
IEEE Trans. Inform. Theory, Feb. 2004, revised Nov. 2004.


