1

Source-Channel Coding under Energy, Delay

and Buffer Constraints

Oner Orhath, Deniz QindiZ2, and Elza Erkip
!Dept. of ECE, NYU Polytechnic School of Engineering BroakI\NY, USA

Imperial College London, London, UK

Abstract

Source-channel coding for an energy limited wireless sensde is investigated. The sensor node
observes independent Gaussian source samples with vesiahanging over time slots and transmits to
a destination over a flat fading channel. The fading is caonistaring each time slot. The compressed
samples are stored in a finite size data buffer and need to lIberde in at mostd time slots. The
objective is to design optimal transmission policies, nigmeptimal power and distortion allocation,
over the time slots such that the average distortion at rbgtin is minimized. In particular, optimal
transmission policies with various energy constraints sitelied. First, a battery operated system in
which sensor node has a finite amount of energy at the beginofintransmission is investigated.
Then, the impact of energy harvesting, energy cost of peicgsand sampling are considered. For
each energy constraint, a convex optimization problem isfdated, and the properties of optimal
transmission policies are identified. For the strict delagecd = 1, 2D waterfilling interpretation is

provided. Numerical results are presented to illustragesinucture of the optimal transmission policy,
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to analyze the effect of delay constraints, data buffer, gpnergy harvesting, processing and sampling

costs.

I. INTRODUCTION

Wireless sensor nodes measure physical phenomena, cantipegsmeasurements and trans-
mit the compressed data to a destination such that the rieaotisn distortion at the destination is

minimized subject to delay constraints. Various compasenta wireless sensor node consume
This work was presented in part at the IEEE International [gysium on Information Theory, Istanbul, Turkey, Jul. 2013.
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energy, including sensing, processing and communicatimodules. The small size and low

cost of typical sensors impose restrictions on the availa&blergy, size of the battery and data
buffers, and efficiency of sensing and transmission ciycWthen the variation of the physical

environment and the communication channel are also camsidéne optimum management of
available energy is essential to ensure minimal reconsbrudistortion at the destination under
limited resources.

We consider a wireless sensor node that collects samplesGafuasian source and delivers
them to a destination. To model the time-varying nature & $slource and the channel, we
consider a time slotted system such that the source varemmtehe channel power gain remain
constant within each time slot that spamsuses of the channel. We assume that the source
samples arrive at the beginning of each time slot and nee@ tebvered withind time slots.
The data buffer, which stores the compressed samples, htesdapacity. We first assume that
the sensor node is run by a battery and energy is only consdonedata transmission. Our
goal is to identify the optimal power and compression raséddtion allocation over a finite
time horizon such that the average distortion at the ddstimas minimized. This problem is
formulated under the offline optimization framework, that we assume that the sensor node
knows all the source variances and channel gains of time alptiori. We show that this problem
can be cast into the convex optimization framework whiclvedl us to identify the necessary
and sufficient conditions for the optimal power and distortallocation. For the special case
of strict delay constraints, i.ed, = 1, we show that the optimal strategy haswa-dimensional
(2D) waterfilling interpretation.

We then extend the above model to study various energy eomistion the sensor node. First,
we investigate energy harvesting, and consider a model iichmbnergy arrives (or becomes
available) at the beginning of each time slot. Then, we comage on various sources of
energy consumption in the sensor such as the operation we$ntiter circuitry (digital-to-
analog converters, mixers, filters) and the sensing commen@ource acquisition, sampling,
quantization, and compression). We model the former eneagy by the processing cos
Joules per channel use, and the latter by the samplingegakiules per sample. We consider
that these energy costs are constant and independent ofatemission power. The offline
optimization framework retains its convexity under enehgyvesting, processing and sampling

costs. Accordingly, we identify properties of the optimawer and distortion allocation when
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the processing and sampling costs are considered.

In recent years optimal energy management polices for sezhltannel coding has received
significant attention. Optimal energy allocation to miremtotal distortion using uncoded analog
transmission is investigated inl[1],/[2]. nl[1], the totaktbrtion is minimized under power
constraint by using a best linear unbiased estimator atusieri center. In_[2], distortion mini-
mization for energy harvesting wireless nodes under fimt iafinite energy storage is studied
for both causal and non-causal side information about atlagains and energy arrivals. For
separate source and channel coding in an energy harvestimgrtitter, optimal energy allocation
is investigated in[[3][6]. In[[B], compression and transgidn rates are jointly optimized for
stochastic energy arrivals taking into consideration thergy used for source compression. The
work in [4] extends results if_[3] to incorporate battery andmory constraints. Our previous
work [5] considers delay limited transmission of a time wagyGaussian source over a fading
channel with infinite memory size. The problem of sensingtaaismission for parallel Gaussian
sources for a battery operated transmitter with procesamysensing costs is studied in [6]. In
[7], maximization of the number of samples delivered withyaime sampling cost is studied.

There is also a rich literature on energy harvesting trassiom policies for throughput
optimization ignoring the source coding aspects, such pEL#, [18]-[21]. In [8], overview of
recent developments in the energy harvesting transmiggibicies is provided. In[9], Yang and
Ulukus investigate offline throughput maximization anch&aission completion time minimiza-
tion problems over a constant channel. The throughput maairon problems for single fading
link [10]-[11], broadcast[12] and multiple access chasrf&E] have also been studied. In[14], an
energy harvesting system is studied under battery conttrauch as battery leakage and limited
size. In short range communications, as in wireless seretaronks, sensing and processing cost
can be comparable to transmission cost [15]] [16]. Recethtéyeffect of processing cost on the
throughput maximizing policies are studied for parallelu§sian channels in [17], and in the
energy harvesting scenario, for a single-link[in![18][2@hd for a broadband channel [n_[21].

The paper is organized as follows. In the next section, werdesthe system model. In Section
[I] we investigate distortion minimization for a battemyn system, and provide properties of
the optimal distortion and power allocation. We also prapagD waterfilling algorithm for
d = 1. We study distortion minimization with energy constraimsSectior M. We investigate the

structure of the optimal distortion and power allocationd grovide2D directional waterfilling
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algorithm for the energy harvesting, processing and saigmost in Sections TV-W, TV-B], TV-(

respectively. In Section]V, numerical results are preskated in Sectiofl VI we conclude.

1. SYSTEM MODEL

We consider a wireless sensor node measuring source sathpliesire independent and
identically distributed (i.i.d.) with a given distributio Due to the potentially time-varying nature
of the underlying physical phenomena, we assume that thistgtal properties of the source
samples change over time. To model this change, we consiiteealotted system witlv time
slots, with each time slot containing source samples. We denote the samples arriving at time
slot  as source, and assume that the samples of sourceme from a zero-mean Gaussian
distribution with variances?. The samples are compressed and stored in a data buffereof siz
B,... bits/source sample. In addition, in order to model delayited scenarios, e.g., real-time
applications, we impose delay constraints on the samples$, that samples arriving in a time
slot need to be delivered within at mastime slots. Afterd time slots, samples become stale,
and we set the corresponding distortion to its maximum vattie

We consider that the collected samples are delivered ovadiag channel having an additive
white Gaussian noise (AWGN) with zero mean and unit variaMle assume that the real
valued channel power gain remains constant within each silwte and its value for time slat
is denoted by:;. Assuming that the time slot durations in terms of channelarg large enough
to invoke Shannon capacity arguments, the maximum traisgonisate in time slot is given by
the Shannon capaci@log(l + h;p;), wherep; indicates the average transmission power in time
slot i. Since the source statistics do not change within a time sytstant power transmission
within each time slot can be shown to be optimal. This folldnsm the concavity and the
monotonically increasing property of the Shannon capabity also assume that in each time
slot the number of source samples collected is equal to the&beuof channel uses. However,
the results in this paper can be easily extended to bandwijthnsion/compression.

Since the samples are continuous valued, lossy recorismattthe destination is unavoidable.
We consider mean squared error distortion criterion on #mepdes at the destination. Denoting
the average distortion of the sourcky D;, the objective is to minimizé) £ " D,. We are
interested inoffline optimizationthat is, we assume that the transmitter knows all the sample

variances and the channel gains for time slots 1, ..., N in advance. Atransmission policy
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Figure 1. Equivalent multiterminal source-channel comitation scenario under orthogonal multiple acceSs. denotes

source samples in time slot 57 denotes their reconstruction at the receiver.

refers to average transmission powerand average distortio®; allocation to channel and
source samples collected in time slptrespectively, fori = 1,..., N. We study the optimal
transmission policy under different energy constrainisstFwe consider a battery operated
system in which sensor node hasJoules of energy at the beginning of transmission. Then,
we investigate more stringent energy constraints inclyidinergy harvesting, energy cost of
processing and sampling. For the energy harvesting systenassume that the sensor harvests
energy packets of size; Joules at the beginning of time slgt; = 1, ..., N. The processing cost
is modelled as constamf, Joules per transmitted symbol, and it is assumed to be imdepé
of the transmission power. The sampling cost is also assumbd constant, and considered as
¢ Joules per source sample and independent of the samplmd3jat

This formulation considers separate source and channglg.0dfe can equivalently model this
point-to-point communication problem as multiterminausme-channel communication under
orthogonal multiple access as shown in Figure 1. In thisespondence, Encodécorresponds
to the encoder at time slat which observes source samples over the tasime slots, and
transmits over the channel within time skotSimilarly, we can consider a separate decoder for
each time slot, i = d,d+1, ..., N, such that Decoderobserves channel outputs- d+1, ..., d,
and reconstructs the source samples that have been actedhwlhin time sloti — (d — 1).
Note that this is equivalent to decoding the source sampistshjefore their deadline expires,
since decoding them earlier does not gain anything to thiesysJsing [22] we can argue the
optimality of source-channel separation in this settirgnde the above formulation gives us the

optimal total distortion.
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In the next section, we study the optimal distortion and poacation for the battery-run
system. Then, in Sectidn]V we investigate additional epeanstraints on the system including
energy harvesting and energy cost of processing and sagnplie study each energy constraint
separately to study its effect on the optimal transmissiity In Sectior V-4, we incorporate
energy harvesting capability into the sensor node. Thergdation[IV-B, we consider jointly
the energy cost of transmission and processing. Finally,camsider both transmission and
sampling energy cost in Sectidon [V-C. Details of the energydets will be presented in the

relevant sections.

[Il. DISTORTION MINIMIZATION FOR A BATTERY-RUN SYSTEM
We assume that the sensor node ha3oules of energy at the beginning of transmission. We

focus only on the energy consumption of the power amplified, ignore any energy cost due to
processing and sampling. We denote the rate allocated toeesoin time slotj, j < N asR, ;.
Note thatR; ; = 0 for i+d < j or j < i. In a feasible transmission policy, the transmission power
in time slot: limits the maximum rate that can be transmitted over thaetsiot. Therefore,
any feasible transmission policy should satisfy the follayvconstraints:
J
> Ry< %log(l +hjp;), j=1,..,N, (1)
i=j—d+1

where R, ; = 0 for i < 1. The rate-distortion theorem in_[24] states that the awemigtortion

of the samples taken at time slgtD;, should satisfy the following.

1 0_2 i+d—1

5 log (5) < ; Ri;, i=1,.,N. )
In addition, the limited data buffer size imposes the foilogvconstraints.

k+d—1 k

> Y Ry<Buw k=1..N 3)

j=k i=j—d+1

Remark 1:Note that the buffer size constraint is in terms of the totéd per sample for
those sources that have not yet expired. This would meanthileabuffer size is infinite since
the above assumptions of capacity and rate-distortioresciy codes stipulate — oc.

The goal is to identifyR; ; and D, values that minimizeD = Zf\il D; under constraint$ (1)3).

It can be shown using Fourier-Motzkin eliminatidn [23] thithe above inequalitie$ (1)4(3)

are equivalent to the following causality, delay and ratast@ints, respectively. The proof of
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Fourier-Motzkin elimination for the case of three time slatith delay constraind = 2 is given

in Appendix.
N N
ZT’J’SZCJ', izl,...,N, (4)
Jj=t Jj=t
i i+d—1
<> ¢, i=k.,N-d k=1,..,N-d (5)
i=k =k
i+1 )
r; < ¢j+ Bnag, i=k,..N=1, k=1,..,N—-1, (6)
Jj=k Jj=k
7j < Bpaw, i=1,..,N, (7)

wherer; £ 1log <g—2) and¢; = Llog (1+ h;p;). Notice thatr; corresponds to the total source
rate for the samples collected in time skptand ¢; is the channel capacity for time slotfor
powerp; and channel gain;. The causality constraints ial(4) suggest that the samplesnly

be transmitted after they have arrived. The delay congtram (8) stipulate that the samples
collected in time slot need to be delivered to the destination within the followihime slots.
The data buffer constraints ih] (6)H(7) impose restrictionsthe amount of bits per sample. The
goal of the transmitter is to allocate its transmission powewithin each time slot and choose
distortion level D; for each source; = 1, ..., N, such that the causality, delay, and data buffer
constraints are satisfied, while the sum distortiorat the destination is minimized.

Then, the optimization problem can be formulated as follows

N
min Z o227 (8a)
i,Ci i—1
N 22ci -1
S.t. <FE 8b
> =B (8b)

N N
ZT]‘ SZC]-, t=1,..., N, (8c)

J=1 J=1
) i+d—1
< ¢, i=k..N—d k=1,.N-d (8d)
i=k i=k
i+1 i
Tj S Cj+Bma:B7 i:k,...,N—l, kzl,...,N—l, (86)
i=k i=k

OSTZ' SBma:L‘ and OSCZ', ’Lzl,,N (8f)

March 1, 2022 DRAFT



where the constraint i _(8b) ensures that the total consuemedgy is less than the energy
available in the battery at= 0. The constraints il (8c)[(8d), and [8e) are the causaléiayd
and data buffer size constraints fram (4}, (5), ddd (6),eespely. Since the optimization problem
in (8) is convex, we can compute the optimal solution by edficinumerical methods [25]. In the
following, we investigate the properties of the optimaludmn using the Karush-Kuhn-Tucker
(KKT) optimality conditions. The Lagrangian dfl(8) is defahas follows:

L= io—fz—?” + A (Z 2l —E1> +Z% (Zq ch>

=1

N—d N—d i+d—1 N—-1N-1 i+1
+ E E 52 k E ry — E Cj + Cz',k E ry — E Cj — mam
k=1 i=k j=k k=1 i=k j=k

- Zﬁlrl + sz(rz - mam Z HiCi, (9)
i=1 i=1
whereX >0, v, >0, 8, >0, (x>0, 5; > 0, p; > 0 and u; > 0 are Lagrange multipliers

corresponding td (8b]-(Bf).
Taking the derivative of the Lagrangian with respect-t@ndc;, we get

8£ i N-—d )
5 = —2(n2)of2 2’”L+Z%+ZZ@;€+ZZ@k—ﬁﬁpz— . Yi,  (10)
ri k=1 j—i k=1 j=i—1
where(;_,, = 0 for Vi, and
oL 1n2 92 ! L ,
ac‘ nyj Z Z 5] k Z Z Cj,k — i = 07 VZ7 (11)
¢ k=1 j=i—d+1 k=1 j=i

whered, ,, = 0 for j < k.

A. Optimal Distortion Allocation

From [10), replacing; with 1 log (”2) we obtain

i N-—d )
;k 21n 2(273—"_225]]6_'_2ZC]k_/BZ+pZ>' (12)

k=1 j=i k=1 j=i—1

The complementary slackness conditions require that, edeB; > 0, we haveD; = o2, and

wheneverp; > 0, we haveD; = 0?2~ 2Bme= Therefore, the optimal distortio®; can be further
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simplified as

0-2_22_2B77L(L(L" |f gl S 0-2_22_2B77L(L(L"
D=3 if 022 2me < £ < o2, (13)
o2, if & > o2,

where¢; is defined as:

&2 ——— (ZWZZamZZ@k) (14)

k=1 j=i k=1 j=i—1

Note that¢; is similar to thereverse water levah the classical solution of the optimal distortion
levels for parallel Gaussian sourcés|[24]. While the ctadssolution has a fixed reverse water
level, i.e.,&; is independent of, in our formulation, due to the causality, delay and datddouf
size constraints, the reverse water level depends on theesondex:. Note that the optimal
distortion D; is confined to the intervdb?2-28ma= 2] for time slot:.

Next, we identify some properties of the optimal distortadlocation.

Lemma 2:Whenever the reverse water lewglin (14) increases from time slatto time
slot 7 + 1, all samples collected until time slétmust be transmitted by the end of time slot
7, and whenevek; decreases from time slatto time sloti + 1, either the data buffer is
full at the beginning of time slot and/or delivery of the samples collected at time Siot
kei+1,..,1+d—2,is postponed by — k + d time slots.

Proof: From (14), we have

Yi+1 + Z] =i+1 J i+1 + ZJ =i+1 CJ i+1 Zk,’ 15— - ZZ’:l 6ivk

£i+1 - gz 21n 2

Ci=1,..,N —1.(15)

Therefore, wherg;.; — & > 0, either~,,, or, for somej > i ;1 or (;,;+1 , must be positive.
From the complementary slackness conditions, we know thahevery; ; > 0, the constraint in

(Bd) is satisfied with equality, i.e> = ZLH ¢;. This means that all samples collected

j=it+1 T
until time slot: must be transmitted by the end of time siadince the later time slots can only
support the source rates, j > i+ 1. In addition, from the complementary slackness conditions
and the constraint i (8d), we can conclude that whgn, > 0, >37_, 7 = Sar0 | ¢ for

j > 1+ 1 must be satisfied. Since only samples collected at time slots, ..., j are delivered

in time slotsi + 1, ..., 7 +d — 1, and each group of source samples has a delay constraiht of

time slots, the samples collected until time siahould be delivered by the end of time siot
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Similarly, from the complementary slackness conditiond tire constraint in.(8e), we can argue
that if ¢;,11 > 0 then 3750, 7 — 337, & = Bae fOr j > i + 1 must be satisfied. This
means that the data arriving between time slots1 and ;j leads to a full data buffer at time
slot 5 for j > i + 1, so all the samples collected until time slomust be transmitted by the
end of time sloti. Therefore, whenevef; in (14) increases from time slatto time slot: + 1,

all samples collected by time slotmust be transmitted until the end of time sfotNote that
this leads to an empty data buffer at the end of time slwhich follows from the positivity of
Yit1s 0j.i+1, Cjip1 fOr somej > i+ 1.

On the other hand, from the complementary slackness conditand the constraint if_(8d),
we can conclude that whefy, > 0, >0 ,r; = Zj.’;f,i_l ¢; for k < i should be satisfied.
Therefore, samples collected at time siot 1 should be delayed time slots since time slots
1+1,...,i+d—1 are allocated for the delivery of samples that have arrivedre slotsk < i.
Similarly, from the complementary slackness conditiond tire constraint in.(8e), we can argue
that if ¢;_,; > 0 then Z;:k ri — Ej.jf ¢; = Buas fOr k <i—1 must be satisfied. This means
that the data buffer must be full at the beginning of time sloBince wheneveg; decreases
from time slot: to time sloti + 1, 6, > 0 for somek < i, or (;_; , > 0 for somek <i— 1.
We can conclude that whenevgrdecreases from time slotto time sloti + 1, either the data
buffer is full at the beginning of time slatand/or the delivery of the samples collected at time

slotk, kei+1,...,i+d— 2, is postponed by — k£ + d time slots. [ ]

B. Optimal Power Allocation

We can identify the optimal power allocation by replaciggwith %log(l + h;p;) in (@D).
The optimal power allocation is given as follows.

i i - i - +
. _ Zj:l v+ Zk:l Z;‘V:iﬁd—i-l 53‘,16 + Zk:l Z;V:zl Cj,k o i (16)
Pi 2(In2)\ hi|

. . I o AL P S o e
whered;, = 0 for j < k. We definey; £ 2= Wt L ZJ*;H;*;);"“ k=t jmi Cik

be interpreted similarly to the classical waterfilling daa obtained for power allocation over

, Which can

parallel channels withwater levelbeing equal tas;. Similarly to (I13),»; depends on due to
causality, delay and data buffer size constraints.

Next, we provide some properties of the optimal power atioca
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Lemma 3:Whenever the water levet in (14) increases from time slétto time sloti + 1, all
the samples collected until time slotust be transmitted by the end of time slpand whenever
v; decreases from time slotto time slot: + 1, either the data buffer is full at the beginning of
time slot; + 1 and/or the delivery of the samples collected at time Blot € i —d + 2, ..., 7, IS

postponed by at leagt— k£ + 1 time slots.

Vit 1+ 1 8 0 Gt 1 = et Simdt 1 k=D h Gik
2(In 2)N :

Using arguments similar to the proof of Lemina 2, the proof barcompleted. [ |

Proof: We can show that; ., — v; =

Remark 3.1:When there is no delay constraint, i.é.+= N, the constraint in[(8d) is no longer
necessary and, = 0, Vi, k. Therefore, from Lemm@l 2 (Lemnia 3), we can argue that futh dat
buffer at the beginning of time slat(: 4+ 1) is the only reason of a decrease in the reverse water
level &; (the water levely;) from time slot: to time slot: + 1.

Remark 3.2:When the data buffer size is infinite, i.€3,,,, = co, we have(, , = 0, Vi, k.
Following the arguments in Lemnia 2 (Lemia 3), we can concthde whenever the reverse
water level¢; (the water level;) decreases from time slotto time slot: + 1, delivery of the
samples collected at time slétkci+1,....i+d—2 (k €i—d+2,...,7) must be postponed
by i — k + d time slots.

C. Strict delay constraintd = 1)

In this section, we investigate the case in which the sampéesl to be transmitted within
the following time slot, i.e.d = 1. Note that this is equivalent to the problem investigated in
[6] when sensing energy cost is zero. Here we provide a 2Drfilltg interpretation for the

solution. The optimization problem ifl(8) can be formulassdfollows ford = 1:

N
min Z o222 (17a)
’ i=1
N 22ci _ 1
s.t. <k 17b
; —t<E (17b)
0<¢ <Bmaw, i=1,....N, (17c¢)

wherec; = 1log (1 + h;p;) = 3 log (;)
Solving the above optimization problem we find

o; 92Bmes 1 1"
LI P SR . 18
P m[m‘“{O—W’A} az-m] (18)
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Kl 22Bma;r

@ (b)

Figure 2. 2D water-filling algorithm, (a) data buffer cométt is not active (b) data buffer constraint is active.

Defining M; £ = and K; = 0\1/}7 the optimal power in[{18) can be written as

1 +
pi =M, [min {K,Q?Bmw, X} — K,-] . (19)

Since 1 log <Z—2> < $log (1 + hip;) is satisfied with equality forl = 1, from (I9) the optimal

distortion Dy is given by

O.Z22—2B77Law’ |f MZ)\ S O.Z'22_2Bmaw7
Dy ={ M if g222mer < M\ < o2, (20)
o2, if M\ > o7

The above solution is illustrated in Figl. 2 fof = 2. For each time slot, we have rectangles
of width M; and heightK;. The total energy is poured above the levgl for each time slot
up to the water Ievel}. The power allocated to time slaotis given by the shaded area below
the water level and abovk;. Note that the water level is bounded by the data buffer siee,
K;2?Bme= - as argued in(19). b7 > 0, the distortion for sourceis given by the width\/; times
the reciprocal of the water level, andjif = 0, the distortion for source is o? = % As seen
in Fig.[2(a) the water level is constant over the two timessltierefore, the optimal allocated
power in time sloti is given by M; (+ — K;) for i = 1,2, and the optimal distortion is given
by M;\. However, in Fig 2(B) the water level in the first time slot iimited by K,2%Pm= due
to the data buffer constraint. Therefore, as argued in Lefjrthe increase in the water level
from the first time slot to the second is due to full data buffethe first time slot. The optimal
power levels for the first and second time slots are give/RiK;(225me= —1) and M; (§ — Ki),
respectively. The optimal average distortion values]@rlré%m and M\ for source one and

two, respectively.
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[V. DISTORTION MINIMIZATION UNDER VARIOUS ENERGY CONSTRAINTS

In this section, we consider additional energy constraonisthe system including energy
harvesting, processing and sensing energy costs. We dtedgonstraints separately to clearly
illustrate their impact on the performance. In Section IMs& identify the effect of energy
harvesting on the optimal power and distortion allocati®hen, in Sectioh IV-B we consider
the energy cost of processing circuitry together with tl@smission energy, and show that the
optimal power allocation is bursty in this case. FinallySaction TV-C we investigate the effect

of sampling cost on the optimal power and distortion allmat

A. Distortion Minimization with Energy Harvesting

In this section, we consider energy harvesting at the sersie. We consider that the sensor
node harvests energy packet of siZeat the beginning of time slat i = 1, ..., N. We consider
only the transmission cost and ignore the energy cost ofgsing and sampling. Due to energy
arrivals over time, a feasible transmission policy mustsatthe following energy casuality

constraint.
7

ZQQ(;J—1<Z i=1,..,N. (21)

j=1

Consequently, the optlmlzatlon problem id (8) remains thmes except that the constraihi(8b)

is replaced by the energy casuality constraintd in (21)nTthe Lagrangian of (8) with energy

harvesting becomes:

in032‘2”+i>\i (Z 222;1 Z ) +Z% (irj—ic])

i—1 i=1 j=1

]\Z/—dN—d i+d—1 N—-1N-1 i+1
+ Z Oi k (Z = cj> + Gi k (Z i — ch mam)
k=

j=k =k k=1 i=k i=k

N
- Z 52‘” + Z pz ma:c Z HiCi, (22)

with A; > 0,7, >0, 6;, >0, G >0, 5; >0, p; > 0 andy; > 0 as the Lagrange multipliers.

The derivative of the Lagrangian with respectrias the same as i (10); hence, the structure
of the optimal distortion is the same as in Secfionh Ill. There the properties of the optimal

distortion given in Lemmal2 still hold.
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Differentiating the Lagrangian with respect ¢g we can argue that the optimal channel rate

¢; of time sloti must satisfy

2%, N 3 N—d N-1
! ' j=i j=1

k=1 j=i—d+1 k=1 j=i

fori=1,..., N whered,;, =0 for j < k.
This leads to the optimal power levg! as follows.

i i N—d i N—-1 +
P = Zj:l v+ Zkz:l Zj:i—d-i—l 5j,k: + Zk:l Zj:i ijk . i Vi (24)
' 2237\ hi|
i v i N—d ) i N1, _ o
Defining 7; £ Z]’:”ﬁ&ﬂ%jg%ﬁ’fzwlzﬂ:l “* we can interpret(24) similarly to the
n =i N

directional waterfilling solution off [10] with water leveheaal tor;. Accordingly, Lemmd13 is
updated as follows for an energy harvesting sensor node.

Lemma 4:Whenever the water level; in (14) increases from time slatto time sloti + 1,
either all the samples collected until time sladre transmitted by the end of time sloand/or
the battery is empty at the end of time sloSimilarly if =; decreases from time slotto time
slot i + 1, either the data buffer is full at beginning of time skot 1 and/or delivery of the
samples collected within time slét k € i —d + 2, ..., 4, is postponed by at least- k£ + 1 time
slots.

Proof: From complementary slackness conditions, we know that when0, the constraint
in 1) is satisfied with equality, hence, the battery musteb®pty at the end of time slot
Therefore, following the arguments in the proofs of Lenitha@[3, the proof can be completed.

[

For the case of strict delay constraitt= 1, we can reformulate the optimization problem in
(@7) by replacing the constrairi (17b) By {21). Solving tipdimization problem, we obtain the
optimal transmission power and distortion in termsiéf and K; as follows.

n
pi = M; |min { K;2*Pmes U K| . (25)
\/ sz\iz Ai
Similarly, the optimal distortionD; is given by
02272 Bmax if My [SON N < 0227 2Bmas
Di=q Mjy /SN N, if 02272Bmar < M /SN N < 02, (26)

0'2 if Mi Zf\iz )\i 2 0'2-2.

7
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Figure 3. 2D directional water-filling algorithm. Dasheddirepresents the buffer constraints (a) three time sldts eviergy
arrivalsE;, i = 1,2, 3, (b) E5 allocated to the third time slot, (&2 allocated to the second time slot, (8) allocated to time

slots 1 and 2.

Extending Sectiof II-C, we can interpret the energy haimgssolution ford = 1 asdirec-
tional 2D water-filling such that the harvested energy can only be allocated to time slots
j > 1. Accordingly, we allocate energy to the following time slatarting from the last arriving
energy and continuing backwards to the first such that theggreausality constraint is satisfied.
In addition, allocated power to time slotis limited by the data buffer size and channel gain,
e, pf < MK, (22Pmer — 1) = 4 (22Pmer — 1),

Consider the illustration given in Figl] 3 with three timetsloSimilarly to Fig.[ 2, we have
rectangles of width\/; and heightk;. The horizontal dashed lines above the rectangles corre-
spond toK,;2*B=e= The arrival times of the energy packets are representedwyward arrows.
As argued above, we first allocate the last energy pagkeb the third time slot as shown in
Fig.[3(@). Note that due to the data buffer constraint, thegression rate and the optimal power

in the third time slot are limited by3,,,, and ;- (22%ms= — 1), respectively. This leads to an
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excessive energy in the batteryAg > - (223"w — 1). Then, as shown in Fif. 3(c) the second
energy packef, is considered for time slots two and three. Since the wate lef the second
time slot is lower than the third time slok; is allocated only to the second time slot. Finally,
we consider the first energy pack@t and allocate it to the first and second time slots as shown
in Fig.[3(d). As argued before, we can obtain the optimalodigtn for sourcei by multiplying

M; with the reciprocal of the water level above rectangla Fig.[3(d).

B. Distortion Minimization with Processing Cost

In this section, we investigate the properties of the optidistortion and power allocation
when, in addition to transmission energy, processing gneogt is also taken into account. For
ease of exposure, we consider a battery operated systemSestion Il and ignore sampling
cost. We assume that the sensor node consumes energy fesgragz only when transmitting
[18]. We consider that the processing energy cost, idoules per transmitted symbol, and it is
independent of the transmission power. As it is showrin,[W#en processing cost is taken
into account, the optimal transmission policy becomestpui$ierefore, the optimal policy may
utilize only a fraction of each time slot. We denote the traission duration within time slot
by 0;, 0 < 6, < 1. We redefine the auxiliary variablg, the total delivered data in time slgtas

P 52 log (1 + h;p;). Accordingly, the optimization problem ifil(8) remains tleere except that
there is an additional constraifit< #; < 1, and the constraini(8b) is replaced by the following

energy constraint.

N (o7
S0, (T_ + ep> <E. (27)
i=1 ¢

Then, the Lagrangian ofl(8) with processing energy costusrgby the following.

d N—d i+d—1 N—-1N-1 i+1
+Zz5zk<2ﬁ 203)_'_ Czk(ZTJ ZCJ mam)
k=1 i—k =k k=1 i—k =k

- Z 52‘” + sz(rz - ma:c Z ,uzcz Z 1/29 + Z ¢z 9 - 1 (28)
=1 =1

whereX >0, v; > 0, 6, > 0, (;x > 0, ﬁi >0, p; > O, wi > 0,v; >0, andg; > 0 are Lagrange

multipliers.
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When we take the derivative of the Lagrangian with respect;toand replacer; with
1 log< ) we obtain [(IR). Therefore the optimal distortion allocatisatisfies[(13), and the
properties given in Lemmlg 2 are also valid in this case.

Differentiating the Lagrangian with respect ¢g we obtain

i i i N-1
gf ln226 ZVJ Z Z 5]k_ZZCjk_MZ—O Vi, (29)
' k=1 j=i—d+1 k=1 j=1

whered;, = 0 for j < k. When we replace; in the above equation wit% log (1 + h;p;), the
optimal power allocation is given as in_(16). However, ualtke optimal transmission policy in
Sectionll, due to the processing cost the optimal transimispowerp; needs to be allocated

0; fraction of time sloti. Taking derivative of the Lagrangian with respectffpwe get

2¢c; 2¢;
oL _ (297 —1 2(In2)c; 27

892 = + € ) —I/i+¢2-:0, Vi. (30)

hi P h

Using complementary slackness conditions together \wiff), @e can argue that

o If 87 =0, thenc¢; =0 andp; = 0.

« If 0 <0 <1,ie.,y =0, then assuming that > 0, i.e., the battery is depleted by the
end of time slotV, and replacing:; with % log (1 + h;p;) in B0), we get

1 i
In2log(1 + h;p;) (h_ +pz') (ep +pi) + % (31)

When0 < 67 < 1, i.e.,1; = 0, we obtain the same results as(inl[18, Eq. (4)]. Therefore, as
argued in[[18], Equatiori (31) has a unique solution whichedejs only on the channel gain
and the processing cost. We denote the solutior_df (31piby v,,;. Wheno; = 0, i.e.,
Y; > 0, it can be argued froni_(B1) that the optimal transmissiongyosatisfiep; > v, ;.
Note that whem\ = 0, i.e., the battery may not be depleted by the end of time Slotve
can restrict the optimal power allocation to the above smtutvithout loss of optimality.
Next, we study the optimal power and distortion allocation the strict delay constraint,
d = 1. The optimization problem can be formulated by replacing ¢onstraint[(17b) by (27),
and inserting an additional constrain ¢; < 1. Solving the optimization problem, we obtain

the optimal power allocation as follows:

) 2Bmaax 1 1 +

i1 i

p; = 2 | min T ——— | (32)
h?iil (0iv/hi) 0% AT (oi\/h;)TH0
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wherep; > v ;. The optimal transmission duratignsatisfies the properties obtained for general

delay constraint. Therefore, the optimal transmissiongravan be further simplified as follows:

g; . 22Brnaw 1 1 + H .
\/h_i|:m1n{0'i\/h_i7ﬁ}——0'i\/h_i:| , if 0, =1,
p; = v* if 0<6;, <1, (33)

D,

07 |f 91' - 0

Similarly, we can argue that the optimal distortion is gianfollows:

0222 Bmaz if & < 0?22Bma= and0 < 6;,
Di = &, if g222Pmas < ¢ < 02 and0 < 6;, (34)
0'2-2, |f£220'220r6220,

2 0
_ 0T ) Ot
where¢; = o, (;T) .
Note that for the strict delay constraint case, ike= 1, ; can be interpreted as the number
of channel uses per source sample, or the channel-sourdeviatin ratio for the source-channel

pair in time slot.

C. Distortion Minimization with Sampling Cost

In this section, we consider sampling energy cost in additiotransmission energy. For ease
of exposure, we assume a battery operated system and idgreomdcessing cost, i.e:, = 0.
Because of sampling cost, collecting all source samplesmoaype optimal. Hence, we assume
that the sensor collects; fraction of the samples with energy costegfJoules per sample. We
also assume that the sampling cost is independent of thelisgmpte [3]. The distortion of
source: is now given byD; = o?(1 — ¢;) + 03¢i2_%, wherer; is the compression rate for
the samples collected in time slat Therefore, we can obtain the corresponding optimization
problem by replacing the objective function @ (8) wilR .~ o2(1 — ¢;) +a?<bi2_% and the

constraint in [[8b) with the following energy constraint:

N
22 — ]
> diest —— < E, (35)
i=1 v

where( < ¢; < 1.
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Accordingly, the Lagrangian of (8b) with > 0, 7, > 0, d;x > 0, ;. > 0, 5; > 0, p; > 0,

wi >0, m; >0, andw; > 0 as Lagrange multipliers can be written as follows:

2¢; _
L= ZO’ — ;) + 02 ¢z+)\<z¢268 2 - 1—E>

i

k=1 1=k j= =k
N—1N-1 i+1
+ E E Ci,k E Tj - E Cj _Bma:v
k=1 i=k =k i=k

N N
=Y B+ > pilri = Boar) Zﬂzcz an(bz"i_zwz i —1). (36)
=1 =1

When we take the derivative of the Lagrangian with respect;tove obtain the optimal
transmission power as given ih_{16). Therefore, the progeprovided in Lemmal3 are also
valid in this case. However, when we differentiate the Lagran with respect te; and ¢;, we

obtain
i N-—d 7

gi —2(In2)o?2" ¢z+Z%+ZZ<5,R+ZZCM—@+M_0 Vi,  (37)

k=1 j=1i k=1 j=i—1

where(;_,,;, = 0 for Vi, and

_2r 2 l 2 i 27
OL _ 21,2 % L 22l mbw; =0, Vi, (38)
a¢2 sz
respectively.

2ry . . . .
Combining [3Y) withD; = ¢?(1 — ¢;) +0?¢;2” % we obtain the optimal distortion for source

1 as follows:
QBmaz ; _ 2Bmax
o?(1 — ¢;) + 022 , if & <0227 % andg; >0,
D;k = Ui (1 — (bl) + ¢,£Z, if 0_222_23(2';% < gz < 012 and ¢z > 0, (39)
o7, if & > 07 or¢; =0,

where¢; is equal to[(I4). Thereforg; in (39) satisfies the properties given in Lemiia 2. From
37) we can argue that = 032‘%, and from [(38) we obtain:

Aes — 1 + wi
2

0;

=1—2"% _ 9,27 % (40)

wherek; £ “ . We can interprek; as the compression rate for the sampledraction of source

i. Note that rlght hand side (RHS) df (40) is a monotonicallgr@asing function of;. When
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0<¢; <1,ie,n =0andg; =0, there is a unique solution of (40), which is denoted as
ki = vy, for given )\, e, anda?. In addition, we can argue that wheregslecreases as source
variances? increases, it increases as the sampling cost increases ¥hel, i.e., ¢; > 0, the
solution of [40) must satisfy > v, ;.

Next, we investigate the effect of sampling cost on the ogltipower and distortion allocation
in the strict delay constrained case. kb& 1, the optimization problem can be formulated by
replacing the constraint i_(1I7b) with (35), and insertimgea:iditional constraind < ¢; < 1.
With the new objective functioh ™ | o2(1 — ¢;) + 02¢;2” " , the Lagrangian of the optimization

problem be can written as

N ; N
L= 0l(1—¢)+0i$:2 % + AZ Gies +
=1 ;

N N
- Z ﬁici + Z ,uz(cz - mam Z n2¢2 Z wz 7 , (41)
i=1 =1

whereX > 0, 5; > 0, u; > 0, 7; > 0, andw; > 0 are Lagrange multipliers. Differentiating the
Lagrangian with respect tg we obtain

2 1
0L _ —2(ln2)0%2 % + 2(In2)A
8Ci hz

In addition, when we differentiate the Lagrangian with exstpto ¢;, we get [38).

2% — B; + p; = 0, Vi. (42)

Replacinge; in (42) with %log (1 + h;p;), we can argue that the optimal power allocation is

given by

2¢;

+
RO 22Bmas 1 1
pi =~ |mm W (T | (43)
a2 (Ui\/h_i)1+9i \TFé; (Ui\/h_i)uei

)

Combining [42) and[(38) such thatis eliminated, we obtain

_2 2(In2 i 2¢
z +%2 B ehio?2 R B — i = 0. (44)

We can further simplify[{44) as follows.

— 0l + 072

€s

s + By — i — i +w; = 2% — 2(In2)k; — 1, (45)
h Z

wherek; = 2. Using [45), we can argue the following:

o If p, =00rc; =0, thenp, =0 and D; = 0.
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o If 0 < ¢; <1and0 < ¢; < B, then RHS of[(44) is monotonically increasing function
of k;, therefore Equation (44) has a unique solutign= v, for a givene,, h;, andp;.
When h; and p;, are given,c; = %log(l + h;p;) is known as well; and hence, we can
compute the optimal sampling fractiopy. Then the optimal distortionD; is given by
D; = o?(1 — &;) + 02272k,

o If »; =1 and0 < ¢; < By, thenw; > 0, therefore from[(45), we can argue that the
optimal solutionk; must satisfyk > v,;. Then, the optimal distortiorD; is given by
D; = 0}(1 — ;) + 0727k,

V. [LLUSTRATION OF THE RESULTS

In this section, we provide numerical results to illustrdte structure of the optimal distortion
and power allocation, and to analyze the impact of the delaystrtaint, energy harvesting,
processing and sampling costs on the optimum sum distorfibnoughout this section, we
consider N = 10 time slots. The channel gains are chosenhas= [0.4,0.2,0.2,0.5,0.4,
0.6,0.9,0.3,0.4, 1], and the source variances ar&¢= [0.7,0.6, 1,0.5,0.3, 0.6,0.2,0.3,0.7,0.5].
We first setd = 1 and consider a battery-run system with initial enefgy= 4 Joules. We set
¢, = €, = 0. We lllustrate the optimal rate and power allocation )y, = 0.15 bits in Fig.[4.
In the figure, the dashed line corresponddt@?5ma=, As shown in Fig[#%, the data buffer size
bounds the total sampled data in each time slot and the mimidistortion. The sum achievable
distortion is computed a® = 4.57. The optimal power and distortion allocation gpe =
(0.57,0.23,1.15,0.46,0.11, 0.38,0.25, 0, 0.5, 0.23] W andD* = [0.56, 0.57, 0.81,0.40, 0.28, 0.48,
0.16,0.3,0.56, 0.4], respectively.

Next, we provide the optimal rate and power allocation fa thfinite data buffer size. We
assume the same channel gains and source variances aslgiven Bhe 2D waterfilling solution
is shown in Fig.[b, resulting in the optimal total distortidh = 4.48. The optimal power
and distortion allocation are* = [0.74,0,0.48,0.45,0,0.78,0.04,0,0.74,0.73] W and D* =
[0.53,0.6,0.9,0.4,0.3,0.4,0.19,0.3,0.53, 0.28], respectively.

We illustrate the optimal distortion with respect 18),,,. in Fig.[8. We assume the same
channel gains and source variances as before, anfl set Joules and, = ¢, = 0. As shown
in Fig. [, the distortion decreases dramatically when ttte 8affer size is large. As expected,

the distortion, when the delay constraintds= 1, is larger than the case wheh= N. The
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Time Slots
Figure 4. 2D waterfilling for a battery-run systen2 = 4 Joules, By = 0.15 bits per sample,e, =
e« = 0, h = [04,02,02,0.5, 04,0.6,0.9,0.3,04,1], ¢2 = [0.7,0.6,1,0.5,0.3,0.6,0.2,0.3,0.7,0.5], p* =

[0.57,0.23,1.15,0.46,0.11,0.38, 0.25, 0, 0.5, 0.23] W, andD* = [0.56, 0.57, 0.81, 0.40, 0.28, 0.48, 0.16, 0.3, 0.56, 0.4].

351

Time Slots

Figure 5. 2D waterfilling for battery-run systent. = 4 Joules, Bpaz — o0, €, = €, = 0, h = [0.4,0.2,0.2,0.5,
0.4,0.6,0.9,0.3,0.4,1], 0 = [0.7,0.6,1,0.5,0.3,0.6,0.2,0.3,0.7,0.5], p* = [0.74, 0, 0.48,0.45, 0,0.78, 0.04, 0, 0.74, 0.73)
W andD* = [0.53, 0.6,0.9, 0.4, 0.3, 0.4, 0.19, 0.3, 0.53, 0.28].

figure also shows that the data buffer size has more impacherdistortion when the delay
constraint is more relaxed. This is because a relaxed delagti@int allows more flexibility in
terms of rate allocation, but this flexibility can be expéoitonly with a sufficiently large data
buffer. In addition, distortion remains constant when th&aduffer sizeB,,,, > 0.31 for d =1,
and whenB,,,,, > 1.12 for d = 10.

We investigate the variation of the optimal distortiGhwith respect to the delay constraint
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Figure 6. Distortion versus buffer sizé? = 4 Joules,e, = ¢, = 0, h = [0.4,0.2,0.2,0.5, 0.4,0.6,0.9,0.3,0.4, 1],
0% = [0.7,0.6,1,0.5,0.3,0.6,0.2,0.3,0.7,0.5].

d in Fig.[1. We consider a battery-run system with initial gyeE’ = 4 Joules and, = ¢, = 0.
The optimal distortion values for increasidgplotted in Fig[¥ show that the optimal distortion
decreases monotonically far< 4 and remains constant afterwards whep,, = co. However,
when the data buffer size is limited 18,,,, = 0.15 bits per sample, relaxing the delay constraint

beyond two time slots does not decrease the minimum acHesdidtortion.

- B‘max:O']"5
G

Distortion

Delay (time slots)

Figure 7.  Total distortionD versus delay constrainf. £ = 4 Joules,By.q> = 0.15 bits per sampleg, = ¢ = 0,
h =1[0.4,0.2,0.2,0.5, 0.4,0.6,0.9,0.3,0.4, 1], 0 = [0.7,0.6, 1,0.5,0.3,0.6,0.2,0.3,0.7,0.5].

We also investigate the variation of the optimal distortibnwith respect to the available
energy. We consider a battery-run system with initial epdrge [0, 10] Joules and, = ¢, = 0.
We assume thaB,,,, = 0.15. As it can be seen from Fi@] 8, the achievable distortion gieca
with the available total energy, and for very low and veryhhignergy levels, the minimum

achievable distortion values are the samedot 1 andd = N. Since the allocated energy to
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each time slot is partly limited by the data buffer constrawhen the available energy in the
battery is large, all the samples of souricean be transmitted within time slat and hence,

relaxing the delay constraint does not decrease the miniaxthrevable distortion.

d=1
- = = d=N

Distortion

42 . . . . . . . . .
0 1 2 3 4 5 6 7 8 9 10
Available Energy at the Battery, E (Joules)

Figure 8. Total distortiorD versus available energiz = 4 Joulesg, = ¢; = 0, h = [0.4,0.2,0.2,0.5, 0.4, 0.6, 0.9, 0.3, 0.4, 1],
0? =1[0.7,0.6,1,0.5,0.3,0.6,0.2,0.3,0.7, 0.5].

Next, we consider an energy harvesting system with energieps of sizest; = 1, Fy =
3, E; = 0 otherwise. We set, = ¢, = 0 and B,,,,, =— oo bits per sample. The 2D directional
waterfilling solution for infinite data buffer size is given Fig.[9. Note that the water level
changes after time slot five because of directional watedillThe resulting optimal distortion
is D = 4.50, larger than the battery-run system with the same totalggné@ree Fig[h), since
the battery-run system has more flexibility in allocating tavailable energy over time. The
optimal power and distortion allocations apé = [0.54,0,0.15,0.3,0,0.98,0.13,0,1,0.87] W
andD* = [0.57,0.6,0.97,0.43,0.3,0.37,0.17,0.29, 0.49, 0.26], respectively.

The effect of the processing cost on the minimum distortion d battery-run system is
illustrated in Fig[1D. We seff = 4 Joules and:, = 0. As seen in the figure, when the data
buffer constraint is 0.1 bits per sample and the processisg is low, the minimum achievable
distortion is the same for the delay constrained and uncainsd scenarios. However, as the
processing cost increases system without delay conspaifibrms better than the strict delay
constrained case. In addition, when the data buffer sizelexed, the performance without a
delay constraint significantly improves. However, when phecessing cost is high, relaxing the
data buffer size does not decrease the total distortionusechigh processing cost limits the
compression rate.

Finally, we consider the effect of the sampling cost on thaimum distortion for a battery-
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Figure 9. 2D directional waterfilling for an EH systenky, = 1, Es = 3, E; = 0 Joules, Bpas — 09,

6 = €. = 0, h = [0.4,0.2,0.2,0.5, 0.4,0.6,0.9,0.3,0.4,1], > = [0.7,0.6,1,0.5,0.3,0.6,0.2,0.3,0.7,0.5], p* =
[0.54,0,0.15,0.3,0,0.98,0.13,0,1,0.87] W andD* = [0.57, 0.6, 0.97, 0.43, 0.3, 0.37, 0.17, 0.29, 0.49, 0.26).
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Figure 10. Total distortionD versus processing energy cost for a battery-run systérs 4 Joules,By.q. = 0.1 bits per
sample,e; = 0, h = [0.4,0.2,0.2,0.5, 0.4,0.6,0.9,0.3,0.4, 1], 0 = [0.7,0.6, 1, 0.5,0.3, 0.6, 0.2, 0.3, 0.7, 0.5].

run system illustrated in Fig. 11. We sBt= 4 Joules and, = 0. As seen in the figure, when
the sampling cost is low, the effect of the limited data buéfe the sum achievable distortion is
more significant. However, when we increase the sampling tos performance of the system
is mostly determined by the delay constraint. As it can bendemm Fig.[10 and Figl_11, the

behavior of the distortion with respect to sampling costimsilar to that of the processing cost.
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——d=1,B__=0.1
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Distortion
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Figure 11. Total distortionD versus sampling energy cost for a battery-run systém= 4 Joules,B... = 0.1 bits per
sample,e, = 0, h = [0.4,0.2,0.2,0.5, 0.4,0.6,0.9,0.3,0.4,1], 0 = [0.7,0.6,1,0.5,0.3,0.6, 0.2, 0.3,0.7,0.5].

VI. CONCLUSIONS

We have investigated source-channel coding for a wirekxssa® node under delay, data buffer
size and various energy constraints. For a time slotteesysive have considered the scenario
in which the samples of a time varying Gaussian source are tiehbvered to a destination over
a fading channel withi time slots. In addition, we have imposed a finite size datéebwin the
compressed samples. In this framework, we have investiggiémal transmission policies that
minimize the total mean squared distortion of the sampldékeatiestination for battery operated
as well as an energy harvesting system. We have also stutkeinpact of various additional
energy costs, including processing and sampling costsadh ease, we have provided a convex
optimization formulation and identified the charactecstof the optimal distortion and power
levels. We have also provided numerical results to invagtighe impact of energy harvesting,
processing and sampling costs. Our results have showndhanhfenergy harvesting transmitter
energy arrivals over time may result in higher average disto at the destination. In addition,
we have observed that relaxing the delay and data buffertreams induce more dramatic
increase in the average distortion when processing and Isggosts are low. These results
have important implications for the design of energy-lgdiireless sensor nodes, and indicate
that the optimal system operation and performance can béisantly different when the energy
consumption of various other system components, or theahof the energy over time are taken

into consideration.
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APPENDIX

In this appendix, we illustrate Fourier-Motzkin elimirati of (1)-(3) for three time slots

L . . A o2
N = 3 when delay constraint ig = 2. Rewriting [1)-(3) in terms ofr; £ llog (E) and
¢; = 1log (1 + hip;) we get

Rll

)

IN

&1

Ris+ Ry

IN

Co

Ry3 + Ra3

IN

C3

IN

T Rii+ Rio

IN

) Ryo + Ra 3

IN

3

R3,3

IN

Rii+ Rip Braa

Ris+ Ry + Roj3

IN

max

Ry3 + Ra3

IN

max

whereR;; >0, Ri» >0, Ryo >0, Ry3 >0, R33 >0, r; >0, and¢; > 0.
We have upper and lower bounds 8n; asmax{0,r;— R} < Ry1 < min{cy, Bz —Ri2}-

Therefore, eliminating?; ; and the redundant inequalities, we obtain:

IN

1 c1 + RLQ

IN

Ris+ Ry Co

Ry 3+ R3 3

IN

C3

IN

T

Ryo + Ry

IN

3 Rs,?,

IN

(] max

Rio+ Roo+ Ro3

IN

max

Ry 3+ R3 3

IN

Bmax

The upper and lower bounds a®y » aremax{0,71 — ¢1} < Ry2 < min{cy — R, Bas —
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Ry 5 — Ro3}. Therefore, eliminating?; , and the redundant inequalities, we obtain:

T1 + R272

IN

Cl—|—02

R22

)

IA

C2

Ry s+ R33

IN

C3

IN

D) Ryo + Ra 3

IA

r3

R3,3

1 + R272 + R273

IN

6] + Bma:c

IN

™ Bmax

Roo+ Ry 3

IA

Bmaw

Ry s+ R33

IN

Bmax

The upper and lower bounds df,, are max{0,7; — Ry3} < Roo < min{cy,¢; + ¢ —
71y Bimaz — Ra2,3,¢1 + Bmae — 11 — Ra3}. Eliminating R, » and the redundant inequalities, we

obtain:

IN

1 c1+ Co

IN

9 Co + R273

IN

T+ 7o Cl+CQ+R2’3

Rys + Rs3

IN

C3

IN

rs

Rs3

IN

Bmama 1= 172

T

IN

r1+ Ra3 Bz + 1

IN

1 + ) Bma:c + &1

Ry 3+ R

IN

Bmam

The upper and lower bounds aoR,; are max{0,7y — co,r1 + 12 — 1 — ca} < Rp3 <

min{ By + ¢1 — 71,63 — R3 3, Braw — Rs33}. Eliminating R, 3 and the redundant inequalities,

we obtain:
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Rss+ri+r < cs+cto
rmn < ctce
R33 < c3
Rzs+1ry < c3+co
rg < Rs3
ri < B, 1=1,2
R3s < DB
Rss+1y < DBar+co
R3s+ri+712 < Bhaetcto
r1+re < Bueeta

Finally, we have upper and lower bounds 83 asmax{0,73} < R33 < min{cs, c3 + o —
72, Binaz, Bmaz + €2 — 72, Binaz + €1+ ¢2 — 11 — 12, ¢3+ ¢y + ¢1 — 11 — o} Eliminating Rs 3 and

the redundant inequalities, we obtaip?i <

C3
ro+13 < co+cs
r+ro+ry < cp4ctcs
rn < ¢+
ri+ry < ¢+ B
ri+rot+ry < ¢4 co+ B
ro+ry < Co+ B
ri < DB, ©=1,2,3.
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