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The Centre for Pro-
cess Systems Engineer-
ing (CPSE) lost a ter-
rific research collabora-
tor and a dear friend
this summer. Professor
Christodoulos Achilleus
Floudas passed away
of an apparent heart
attack on 14 August
2016 while vacationing
in Greece with his fam-
ily. Chris is survived
by his wife, Fotini, and

their daughter, Ismini. Born 31 August 1959 in Ioan-
nina, Greece, Chris earned a Diploma of Chemical
Engineering at the Aristotle University of Thessa-
loniki in 1982, and a PhD in chemical engineering
from Carnegie Mellon University in 1986. Chris sub-
sequently moved to Princeton University where he
served 29 years and, in 2007, was appointed Stephen
C. Macaleer ’63 Professor in Engineering and Applied
Science. In 2015, Chris moved to Texas A&M Uni-
versity where he was appointed Director of the Texas
A&M Energy Institute and Erle Nye ’59 Chair Profes-
sor for Engineering Excellence at the Artie McFerrin
Department of Chemical Engineering.

To name only a few of his accolades, Chris was
a Member of the National Academy of Engineer-
ing (2011), a SIAM Fellow (2013), a Thompson
Reuters Highly Cited Researcher in two consecutive
years (2014, 15), and a Corresponding Member of the
Academy of Athens (2015). Chris was also an out-
standing mentor and teacher. In 2007, Chris became
the first recipient of Princeton University’s (now an-
nual) Graduate Mentoring Award; recognition for his
teaching includes the Princeton University Engineer-
ing Council Teaching Award (1995) and the Aspen
Tech Excellence in Teaching Award (1999). He has

supervised 34 PhD students to completion and 20 post-
doctoral research associates; many of these are now
internationally-leading researchers or professors. Nine
further PhD students are working on their degrees.1

Professor Floudas had broad and deep connections
to CPSE. Three of Chris’s former PhD students, Claire
Adjiman, Peter DiMaggio, and Ruth Misener, are now
CPSE academic faculty. Five researchers with PhDs
from the centre launched their postdoctoral careers in
Chris’s Princeton-based laboratory: Vassilios Vassil-
iadis (PhD 1993), Marianthi Ierapetritou (PhD 1995),
Ioannis Akrotirianakis (PhD 2000), Frances Pereira
(PhD 2010), and Wolfram Wiesemann (PhD 2010).
Prof. Stratos Pistikopoulos, who was a CPSE aca-
demic for 23 years and led the centre for 8 years,
left CPSE in 2015 to become Associate Director of
the Texas A&M Energy Institute where Chris was
Director. Chris’s frequent visits to the centre were
exceptionally productive, e.g. his autumn 1992 sab-
batical led to the book Nonlinear and Mixed-Integer
Optimization: Fundamentals and Applications [1].
Chris delivered the 2008 Professor Roger Sargent Lec-
ture, was PhD examiner for many students including
Ioannis Papamichail (2002) and Polyxeni-M. Kleniati
(2009), and gave the Vote of Thanks for the inaugural
of Prof. Claire Adjiman.

This reflection discusses some of the contributions
Chris made to mathematical optimization, with a par-
ticular emphasis on deterministic global optimization.
Our central thesis is that Professor Floudas funda-
mentally opened the field of deterministic global
optimization, making the discipline industrially-
relevant and blazing a path where subsequent re-
search could follow. His unforgettable contribution
is to drive mathematical optimization towards every-
day relevance: he pushed the tractability boundary of
optimization theory, algorithms, and implementations

1Professor Floudas’ academic tree: http://titan.engr.
tamu.edu/tree/caf/
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using a multitude of applications.

Chris’s PhD thesis, supervised by Professor Igna-
cio Grossmann at CMU, investigated the automatic
synthesis of heat exchanger networks [2]. Design-
ing heat exchanger networks is a mixed-integer non-
linear program (MINLP) with long-reaching implica-
tions for energy efficiency; a quarter of the EU 2012
energy consumption came from industry and indus-
try uses 73% of this energy on heating and cooling
[3]. Chris’s contribution was to derive many possible
superstructures from a mixed-integer linear program-
ming (MIP) approximation of the MINLP, fix the bi-
nary decision variables, and locally solve the resulting
nonlinear program (NLP). Chris also used flexibility
analysis to design networks that can handle uncertain
flowrates and temperatures. Flexibility analysis is a
max-min-max optimization problem quantifying how
far parameters can deviate from their nominal values
while maintaining operational feasibility [4]; the clos-
est analogue in modern-day mathematical program-
ming research is robust optimization [5].

Chris developed a passion for deterministic global
optimization soon after he started as an assistant pro-
fessor in Princeton University’s Department of Chem-
ical Engineering in 1986. He and his early students
developed the Global Optimization Algorithm (GOP),
an extension of Generalized Benders Decomposition
applicable to biconvex optimization problems [6–8].
Rigorous global optimization was not new, but Chris
was the first to develop global optimization method-
ology and then apply these algorithms to important
classes of nonconvex nonlinear chemical engineering
problems including the pooling problem [9] and phase
equilibrium [10].

Chris’s interest in computational chemistry led him
to develop αBB, a convexification methodology based
on the difference of convex functions. Energy min-
imization plays a central role in understanding and
predicting the behavior of natural systems. Using
an application to Lennard-Jones microclusters [11],
Chris and Costas Maranas became the first to apply
rigorous global optimization to molecular thermody-
namics; energy minimisation using local rather than
global optimization may yield significant qualitative
and quantitative errors in engineering decision making
[12]. To find the global minimum energy configuration
of Lennard-Jones microclusters, Maranas and Floudas
[11] transformed the optimization problem, with its
nonconvex pair potential term

(
1/r12 − 2/r6

)
, into

a difference-of-convex (DC) program using a suf-
ficiently large parameter α > 0 multiplied by a
quadratic function. In autumn 1992, Chris took a
sabbatical at Imperial College London where, with

Wenbin Liu, he generalized the Maranas and Floudas
[11] result to any nonconvex function with a Lips-
chitz continuous gradient [13]. These results led to
the now-famous αBB (α-branch-and-bound) convexi-
fication methodology where a convex lower bounding
function gcnv(x) can be defined for generic nonconvex
function g(x) with the addition of a separable convex
quadratic function [14]:

gcnv(x) = g(x)−
∑
i

αi(x
U
i − xi)(xi − xLi )

where αi ≥ max

{
0, −1

2
min

xL≤x≤xU
λ(x)

}
.

Chris and his co-workers developed protocols to auto-
matically calculate the α parameters and implemented
αBB-based global optimization as a generic MINLP
solver [14–16]. Subsequent advances in αBB the-
ory identified alternative univariate exponential per-
turbations [17], piecewise underestimators [18, 19],
and nondiagonal αBB [20, 21]. The dependence on
the eigenvalues λ of the Hessian matrix of the second
derivatives of g(x) has inspired further investigatation
into Hessian matrix spectral bounds [22].

The MINLP solver implementing the αBB method-
ology, written with Claire Adjiman and Yannis An-
droulakis [23], became Chris’s major vehicle to ap-
proach a wide variety of applications: parameter es-
timation [24, 25], optimal control [26], reactor net-
work synthesis [27], semi-infinite programming [28],
bilevel programming [29], molecular structure predic-
tion [30], peptide and protein folding [31–36], de-
sign under uncertainty [37], solving constrained sys-
tems of equations [38], phase equilibrium calculations
[10, 39–41], and solving subproblems within an aug-
mented Lagrangian framework [42]. In many of these
domains, Chris was the first researcher to even attempt
applying global optimization.

But Chris was never interested in toy problems or
proofs-of-concept; if he was going to apply mathemat-
ical optimization to a new problem class, he would al-
ways push optimization to its limit via highly-relevant,
industrially-motivated test cases. For example, the
problem of de novo peptide design begins with a flex-
ible, 3D protein structure and finds amino acid se-
quences folding into the given template; the possible
impact on both fundamentally understanding protein
structure and developing novel therapeutics is enor-
mous [43, 44]. The first stage of Chris’s de novo
peptide design framework is to develop many possible
amino acid sequences; Chris and his co-workers iden-
tified a deep connection with the Quadratic Assign-
ment Problem (QAP) and adapted QAP solution tech-
niques to the specific problem [45, 46]. In the second

2



stage, Chris and his co-workers apply their ASTRO-
FOLD technology (which uses αBB) to generate a 3D
peptide structure [31–36]. This framework for de novo
peptide design has been applied to several therapeutic
applications including cancer [47] and HIV [48, 49].

Energy systems engineering is another domain that
inspired Chris to make fundamental mathematical op-
timization contributions. As with molecular biology,
Chris’s complete refusal to address anything but the
most pressing, real-world problems led him to the
tractability boundary of mathematical optimization.
Together with Rich Baliban and Josephine Elia, Chris
designed an optimization framework for the simulta-
neous process synthesis, heat and power integration of
a thermochemical hybrid biomass, coal, and natural
gas facility [50]. Then Chris wanted to globally op-
timize a model with 15,439 continuous variables, 30
binary variables, 15,406 equality constraints, 230 in-
equality constraints, and 335 nonconvex terms [51].
But Chris absolutely insisted that his piecewise linear
underestimation technique for bilinear terms [52–54]
was not relevant unless it was effectively applied to
real-world instances; since that time Chris and his co-
workers have applied a similar methodology to press-
ing applications such as designing biomass-based pro-
duction of chemicals and fuels [55–57] or transform-
ing municipal solid waste to liquid fuel [58].

The difficulty of the aforementioned energy systems
applications is primarily rooted in the nonconvex bilin-
ear terms, e.g. f · c, that arise with intermediate stor-
age in process networks [59]. The special structure
of the so-called pooling problem is incredibly interest-
ing: flow variables f are multiplied by concentration
variables c and an undirected graph representation of
the bilinear terms (where the decision variables are the
nodes and the connecting edges are weighted by the
coefficients) is bipartite [60]. Chris had made major
contributions to this problem since 1990 [9], but one
of his more recent intuitions was that piecewise linear
underestimators seemed to be effective in solving the
pooling problem [52–54].

Chris developed, with Cliff Meyer, several impor-
tant results on the facets of the trilinear monomials
[61, 62]. Chris and Cliff further generalized these
results to automatically generate the facets of edge-
concave functions, e.g. those admitting a vertex poly-
hedral envelope [63]. One of the projects with Ruth
Misener extended the Meyer and Floudas [63] method-
ology to develop multiterm underestimators for bilin-
ear functions [60].

Chris and Ruth released first GloMIQO [64] and
then ANTIGONE [65] as global optimization solvers
in the modeling language GAMS. The solver incor-

porates several contributions Chris and his co-workers
made including those to: αBB [15], generalised geo-
metric programming [66, 67], edge-concave underes-
timators [63, 68], and automatic transformations for
process networks problems [60, 64]. One application
of ANTIGONE was in Chris developing, with Fani
Boukouvala and Faruque Hasan, a general methodol-
ogy for grey-box models [69]. Chris had previously
developed approaches in black-box optimization [70],
i.e. optimization for functions without explicit analyt-
ical representation, but his new work is especially ex-
citing because it develops optimization methodology
for applications where some of the governing equa-
tions are known but others have to be determined us-
ing a data-driven methodology [71]. Chris and his
co-workers used this methodology to develop a global
optimization framework for entire petrochemical plan-
ning operations [72].

This reflection on the contributions of Chris to
mathematical optimization has been (necessarily)
brief, but we should mention some of the contribu-
tions that Chris made to optimization under uncer-
tainty. Chris first encountered uncertainty in syn-
thesizing heat exchanger networks with uncertain
flowrates and temperatures [4] and uncertainty was
thereafter a thread that ran throughout his research
[73]. Chris’s early work in optimization under uncer-
tainty was mostly in flexibility [37], but he later be-
came keenly interested in robust optimization and in-
troduced the methodology to the chemical engineer-
ing community [74–77]. In particular, Chris and his
co-workers extended robust optimization, which was
originally developed as a convex optimization method-
ology, to important nonconvex problems including op-
erational planning [78], crude oil scheduling [79], and
the vehicle routing problem [80].

The contributions Chris made to mathematical op-
timization are legion, but his contributions also ex-
tended to supporting the work of many other global
optimizers. Together with Panos Pardalos, Chris and
his students published the Handbook of Test Problems
in Local and Global Optimization which has become
a standard test set for any global optimization solver
[81]. Floudas and Pardalos edited many other special
issues and books together [82–86]; the most significant
is the Encyclopedia of Optimization [87]. These books
brought significant attention to deterministic global
optimization and supported the careers of many re-
searchers. Finally, we should conclude by mention-
ing the close friendship between Chris and Stratos Pis-
tikopoulos; the two met as undergraduates and forged
a tight connection while both were PhD students at
CMU. They were collaborators [8, 73, 88, 89], but an-
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other lasting result of Chris and Stratos’ friendship was
their roles as founding Director and Associate Direc-
tor, respectively, of the Texas A&M Energy Institute.
There the work of Chris continues: the PhD students
of Chris are all keen to continue with Stratos the work
they started with Chris.

May his memory be eternal.
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