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Yi = βXi + ǫi , ǫi ∼ N(0, σ2X
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But β̂LSE is not self-efficient (Meng, 1994) when η 6= 0:

V(β̂LSE |X , θ) = σ2

∑n
i=1 X

2+η
i[∑n

i=1 X 2
i

]2
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But β̂LSE is not self-efficient (Meng, 1994) when η 6= 0:

V(β̂LSE |X , θ) = σ2
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Compare, when η = 0:

V(β̂LSE |X , θ) = σ2 1∑n
i=1 X 2

i
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What went wrong?

Take η = 2 and Xi = (101 − i)−1, i = 1, . . . , 100.

V LSE
64 = 0.0214 < V LSE

100 = 0.4049.



Am I just
dumb?

Xiao-Li Meng

Do more
(correct) data
imply better
estimator?

Not so even for
LSE

Self Efficiency

Self-efficient
Estimating
Equation

Does making
more (correct)
assumptions
help?

Not so even for
bivariate normal

Preserving the
Second Bartlett
Identity

Using a Guiding
Working Model
(GWM)

Interaction
between data
pattern and
model
assumptions

What went wrong?

Take η = 2 and Xi = (101 − i)−1, i = 1, . . . , 100.

V LSE
64 = 0.0214 < V LSE

100 = 0.4049.

But for MLE, the properly weighted LSE,

V MLE
64 = 0.0156 > V MLE

100 = 0.01.



Am I just
dumb?

Xiao-Li Meng

Do more
(correct) data
imply better
estimator?

Not so even for
LSE

Self Efficiency

Self-efficient
Estimating
Equation

Does making
more (correct)
assumptions
help?

Not so even for
bivariate normal

Preserving the
Second Bartlett
Identity

Using a Guiding
Working Model
(GWM)

Interaction
between data
pattern and
model
assumptions

What went wrong?

Take η = 2 and Xi = (101 − i)−1, i = 1, . . . , 100.

V LSE
64 = 0.0214 < V LSE

100 = 0.4049.

But for MLE, the properly weighted LSE,

V MLE
64 = 0.0156 > V MLE

100 = 0.01.

With n = 64, LSE is 73% efficient compared with MLE .

With n = 100, LSE is only 2.5% efficient.
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What went wrong?

Take η = 2 and Xi = (101 − i)−1, i = 1, . . . , 100.

V LSE
64 = 0.0214 < V LSE

100 = 0.4049.

But for MLE, the properly weighted LSE,

V MLE
64 = 0.0156 > V MLE

100 = 0.01.

With n = 64, LSE is 73% efficient compared with MLE .

With n = 100, LSE is only 2.5% efficient.

Those observations with large variabilities received more
weight than they deserve.
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So it is justifiable to throw away some data points if you don’t
know how to use them most effectively because

When the optimal Wi ’s have large variation, setting small
Wi ’s to zero better approximates the optimal weighting
scheme than “blindly” using equal weights.
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Need a bit more: Self-efficiency

Definition of Self-efficiency (Meng, 1994):

Let Wc be a data set, and Wo be a subset of Wc created by a
selection mechanism. A statistical estimation procedure θ̂(·) for
θ is said to be self-efficient (with respect to the selection
mechanism) if θ(Wc) has the smallest MSE in the linear class
{(1 − λ)θ̂(Wc) + λθ̂(Wo), λ ∈ R}.
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Orthogonality

Pythagoras Identity

E (θ̂(Yobs) − θ)2 = E (θ̂(Ycom) − θ)2 + E (θ̂(Yobs) − θ̂(Ycom))2
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A Geometrical Characterization of Self-efficiency

Orthogonality

Pythagoras Identity

E (θ̂(Yobs) − θ)2 = E (θ̂(Ycom) − θ)2 + E (θ̂(Yobs) − θ̂(Ycom))2

It is closely related to Rao-Blackwellization

E[θ̂(Yobs)|θ̂(Ycom)] = θ̂(Ycom).
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Self-efficient Estimating Equations

Estimating Equation

Let the estimators θ̂(Ycom) and θ̂(Yobs) be derived from

Scom(Ycom; θ) = 0 and Sobs(Yobs ; θ) = 0,

which satisfy certain regularity conditions.
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Self-efficient Estimating Equations

Estimating Equation

Let the estimators θ̂(Ycom) and θ̂(Yobs) be derived from

Scom(Ycom; θ) = 0 and Sobs(Yobs ; θ) = 0,

which satisfy certain regularity conditions.

The Characterization

The estimating procedure θ̂(·) is self-efficient if and only if

[
E

(
−∂Sobs

∂θ

)]−1

E
(
SobsS

⊤

com

)
=

[
E

(
−∂Scom

∂θ

)]−1

E
(
ScomS⊤

com

)
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Self-efficient Estimating Equations

Estimating Equation

Let the estimators θ̂(Ycom) and θ̂(Yobs) be derived from

Scom(Ycom; θ) = 0 and Sobs(Yobs ; θ) = 0,

which satisfy certain regularity conditions.

The Characterization

The estimating procedure θ̂(·) is self-efficient if and only if

[
E

(
−∂Sobs

∂θ

)]−1

E
(
SobsS

⊤

com

)
=

[
E

(
−∂Scom

∂θ
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)

Can be viewed as a generalization of the second Bartlett
identity.
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Examples of Self-efficient Procedures

Holds for Arbitrary Pattern of the Observed Data
(asymptotically)

Maximum Likelihood Estimators

Bayesian Estimators
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Examples of Self-efficient Procedures

Holds for Arbitrary Pattern of the Observed Data
(asymptotically)

Maximum Likelihood Estimators

Bayesian Estimators

Holds for “Regular Pattern” of the Observed Data

If Ycom is an i.i.d. sequence and Yobs is a random subset of it
(i.e., MCAR), i.e.,

Ycom = (Y1, · · · ,Yn)

Yobs = (Yi1 , · · · ,Yim) .

Then any estimating equation with the form

S(Ycom; θ) =

n∑

i=1

U(Yi ; θ)

is self-efficient.
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Checking Self-efficiency of LSE under ARCH(1)

ARCH(1) Regression Model (Eagle, 1982)

Yt = Xtβ + ǫt , t = 1, . . . ,N

V[ǫt |ǫj , j < t] = α0 + α1ǫ
2
t−1

with α0 > 0, α1 ≥ 0, and ǫ0 ≡ Y0 an unknown fixed parameter.
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Checking Self-efficiency of LSE under ARCH(1)

ARCH(1) Regression Model (Eagle, 1982)

Yt = Xtβ + ǫt , t = 1, . . . ,N

V[ǫt |ǫj , j < t] = α0 + α1ǫ
2
t−1

with α0 > 0, α1 ≥ 0, and ǫ0 ≡ Y0 an unknown fixed parameter.

Given Yobs = {Yt1 , . . . ,Ytn} and assume Xt ≡ 1.

Let Vt1,tn = V(β̂LSE ) based on Yobs , and n/N → r > 0.
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Checking Self-efficiency of LSE under ARCH(1)

ARCH(1) Regression Model (Eagle, 1982)

Yt = Xtβ + ǫt , t = 1, . . . ,N

V[ǫt |ǫj , j < t] = α0 + α1ǫ
2
t−1

with α0 > 0, α1 ≥ 0, and ǫ0 ≡ Y0 an unknown fixed parameter.

Given Yobs = {Yt1 , . . . ,Ytn} and assume Xt ≡ 1.

Let Vt1,tn = V(β̂LSE ) based on Yobs , and n/N → r > 0.

Then LSE is (asymptotically) self-efficient with respect to
randomly selecting a consecutive segment if and only if

lim
n→∞

V1,N

Vt1,tn

= r .

This holds if and only if α1 < 1.
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So what about making more assumptions?

Estimating correlation ρ based on bivariate normal data
{(xi , yi ), i = 1, . . . , n}
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So what about making more assumptions?

Estimating correlation ρ based on bivariate normal data
{(xi , yi ), i = 1, . . . , n}

ρ̂MLE
n =

sxy − nxy

sx sy
≡ hn(φ̂n, sxy),
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So what about making more assumptions?

Estimating correlation ρ based on bivariate normal data
{(xi , yi ), i = 1, . . . , n}

ρ̂MLE
n =

sxy − nxy

sx sy
≡ hn(φ̂n, sxy),

where φ̂n = {x , y , sx , sy} is MLE for φ = {µx , µy , σx , σy}.
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So what about making more assumptions?

Estimating correlation ρ based on bivariate normal data
{(xi , yi ), i = 1, . . . , n}

ρ̂MLE
n =

sxy − nxy

sx sy
≡ hn(φ̂n, sxy),

where φ̂n = {x , y , sx , sy} is MLE for φ = {µx , µy , σx , σy}.
What if we know both margins are N(0, 1), and hence
φ = φ0 = {0, 0, 1, 1}?
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So what about making more assumptions?

Estimating correlation ρ based on bivariate normal data
{(xi , yi ), i = 1, . . . , n}

ρ̂MLE
n =

sxy − nxy

sx sy
≡ hn(φ̂n, sxy),

where φ̂n = {x , y , sx , sy} is MLE for φ = {µx , µy , σx , σy}.
What if we know both margins are N(0, 1), and hence
φ = φ0 = {0, 0, 1, 1}?
Should it be obvious then to replace φ̂n by its true value?

ρ̂PLUG
n =

sxy − 0

1
=

1

n

n∑

i=1

xiyi .
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So what about making more assumptions?

Estimating correlation ρ based on bivariate normal data
{(xi , yi ), i = 1, . . . , n}

ρ̂MLE
n =

sxy − nxy

sx sy
≡ hn(φ̂n, sxy),

where φ̂n = {x , y , sx , sy} is MLE for φ = {µx , µy , σx , σy}.
What if we know both margins are N(0, 1), and hence
φ = φ0 = {0, 0, 1, 1}?
Should it be obvious then to replace φ̂n by its true value?

ρ̂PLUG
n =

sxy − 0

1
=

1

n

n∑

i=1

xiyi .

This is an unbiased but terrible estimator!
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ρ3 − sxyρ
2 − (s2
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y − 1)ρ + sxy = 0.
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How bad is “partial plug-in”?

The MLE for ρ conditioning on φ = φ0 is a root of

ρ3 − sxyρ
2 − (s2

x + s2
y − 1)ρ + sxy = 0.

V(ρ̂CMLE
n ) =

1

n

(1 − ρ2)2

1 + ρ2
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How bad is “partial plug-in”?

The MLE for ρ conditioning on φ = φ0 is a root of

ρ3 − sxyρ
2 − (s2

x + s2
y − 1)ρ + sxy = 0.

V(ρ̂CMLE
n ) =

1

n

(1 − ρ2)2

1 + ρ2

Compare with

V(ρ̂MLE
n ) =

1

n
(1 − ρ2)2
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How bad is “partial plug-in”?

The MLE for ρ conditioning on φ = φ0 is a root of

ρ3 − sxyρ
2 − (s2
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n ) =

1

n

(1 − ρ2)2

1 + ρ2

Compare with

V(ρ̂MLE
n ) =

1

n
(1 − ρ2)2

V(ρ̂PLUG
n ) =

1

n
(1 + ρ2)



Am I just
dumb?

Xiao-Li Meng

Do more
(correct) data
imply better
estimator?

Not so even for
LSE

Self Efficiency

Self-efficient
Estimating
Equation

Does making
more (correct)
assumptions
help?

Not so even for
bivariate normal

Preserving the
Second Bartlett
Identity

Using a Guiding
Working Model
(GWM)

Interaction
between data
pattern and
model
assumptions

How bad is “partial plug-in”?

The MLE for ρ conditioning on φ = φ0 is a root of

ρ3 − sxyρ
2 − (s2

x + s2
y − 1)ρ + sxy = 0.

V(ρ̂CMLE
n ) =

1

n

(1 − ρ2)2

1 + ρ2

Compare with

V(ρ̂MLE
n ) =

1

n
(1 − ρ2)2

V(ρ̂PLUG
n ) =

1

n
(1 + ρ2)

NOTE: The validity of these estimators and their variances
does not depend on the normality.
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It made a difference, but in the wrong direction!
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Partial plug−in
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Puzzle of the Day:

How could the information about the marginal
variances help estimate the correlation, which is
invariant to scale (and location) transformation?
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How does MLE get it correctly?

Fisher information for θ = (θ1, θ2)

I (θ) =

(
i11 i12
i21 i22

)
& I−1(θ) =

(
i (11) i (12)

i (21) i (22)

)
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How does MLE get it correctly?

Fisher information for θ = (θ1, θ2)

I (θ) =

(
i11 i12
i21 i22

)
& I−1(θ) =

(
i (11) i (12)

i (21) i (22)

)

Fisher information for θ1:

I (θ1) = [i (11)]−1 = i11 −
i212
i22

.
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How does MLE get it correctly?

Fisher information for θ = (θ1, θ2)

I (θ) =

(
i11 i12
i21 i22

)
& I−1(θ) =

(
i (11) i (12)

i (21) i (22)

)

Fisher information for θ1:

I (θ1) = [i (11)]−1 = i11 −
i212
i22

.

Fisher information for θ1 given θ2:

I (θ1|θ2) = i11.
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How does MLE get it correctly?

Fisher information for θ = (θ1, θ2)

I (θ) =

(
i11 i12
i21 i22

)
& I−1(θ) =

(
i (11) i (12)

i (21) i (22)

)

Fisher information for θ1:

I (θ1) = [i (11)]−1 = i11 −
i212
i22

.

Fisher information for θ1 given θ2:

I (θ1|θ2) = i11.

The gain in information for θ1 due to the knowledge of θ2:

G(θ1|θ2) ≡ I (θ1|θ2) − I (θ1) =
i212
i22

= i11r
2
1,2 ≥ 0.
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Making Bartlett adjustment before plug-in

Adjust EE S(Y ; θ) to SA(Y ; θ) = A(θ)S(Y ; θ) to ensure
Bartlett Identity (BI)

V (SA(Y ; θ)) = E

[
−∂SA(Y ; θ)

∂θ

]
.

This implies A(θ) = J⊤(θ)V−1(S(Y ; θ)) where

J⊤(θ) = E

[
−

(
∂S(Y ; θ)

∂θ

)⊤
]

.
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Making Bartlett adjustment before plug-in

Adjust EE S(Y ; θ) to SA(Y ; θ) = A(θ)S(Y ; θ) to ensure
Bartlett Identity (BI)

V (SA(Y ; θ)) = E

[
−∂SA(Y ; θ)

∂θ

]
.

This implies A(θ) = J⊤(θ)V−1(S(Y ; θ)) where

J⊤(θ) = E

[
−

(
∂S(Y ; θ)

∂θ

)⊤
]

.

To plug-in θ2 = θ
(0)
2 , take the rows of SA(Y ; θ)

corresponding to
(

∂S(Y ;θ)
∂θ1

)⊤

in J⊤(θ) as the estimating

equations for θ1, and then plug-in θ2 = θ
(0)
2 .
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A conditional normal working model

Let Y = {Yt1 , . . . ,Ytn}, Fj−1 = σ{Yti , i < j}, and assume

Ytj |Fj−1; θ ∼ N(µj (θ), τ2
j (θ)), j = 1, . . . , n.
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A conditional normal working model

Let Y = {Yt1 , . . . ,Ytn}, Fj−1 = σ{Yti , i < j}, and assume

Ytj |Fj−1; θ ∼ N(µj (θ), τ2
j (θ)), j = 1, . . . , n.

Let dj (θ) =
Ytj

−µj (θ)

τj (θ) , then the MLE of θ is a root of

Sn(θ) ≡ S
(µ)
n (θ) + S

(τ)
n (θ) = 0
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A conditional normal working model

Let Y = {Yt1 , . . . ,Ytn}, Fj−1 = σ{Yti , i < j}, and assume

Ytj |Fj−1; θ ∼ N(µj (θ), τ2
j (θ)), j = 1, . . . , n.

Let dj (θ) =
Ytj

−µj (θ)

τj (θ) , then the MLE of θ is a root of

Sn(θ) ≡ S
(µ)
n (θ) + S

(τ)
n (θ) = 0

S
(µ)
n (θ)=

n∑

j=1

dj(θ)

[
µ′

j(θ)

τj(θ)

]
; S

(τ)
n (θ)=

n∑

j=1

(
d2
j (θ) − 1

)
[

τ ′

j (θ)

τj(θ)

]
.
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A conditional normal working model

Let Y = {Yt1 , . . . ,Ytn}, Fj−1 = σ{Yti , i < j}, and assume

Ytj |Fj−1; θ ∼ N(µj (θ), τ2
j (θ)), j = 1, . . . , n.

Let dj (θ) =
Ytj

−µj (θ)

τj (θ) , then the MLE of θ is a root of

Sn(θ) ≡ S
(µ)
n (θ) + S

(τ)
n (θ) = 0

S
(µ)
n (θ)=

n∑

j=1

dj(θ)

[
µ′

j(θ)

τj(θ)

]
; S

(τ)
n (θ)=

n∑

j=1

(
d2
j (θ) − 1

)
[

τ ′

j (θ)

τj(θ)

]
.

E[S
(µ)
n (θ)] = 0 only requires µj(θ) correctly specified.
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A conditional normal working model

Let Y = {Yt1 , . . . ,Ytn}, Fj−1 = σ{Yti , i < j}, and assume

Ytj |Fj−1; θ ∼ N(µj (θ), τ2
j (θ)), j = 1, . . . , n.

Let dj (θ) =
Ytj

−µj (θ)

τj (θ) , then the MLE of θ is a root of

Sn(θ) ≡ S
(µ)
n (θ) + S

(τ)
n (θ) = 0

S
(µ)
n (θ)=

n∑

j=1

dj(θ)

[
µ′

j(θ)

τj(θ)

]
; S

(τ)
n (θ)=

n∑

j=1

(
d2
j (θ) − 1

)
[

τ ′

j (θ)

τj(θ)

]
.

E[S
(µ)
n (θ)] = 0 only requires µj(θ) correctly specified.

E[S
(τ)
n (θ)] = 0 also requires τj(θ) correctly specified.
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A conditional normal working model

Let Y = {Yt1 , . . . ,Ytn}, Fj−1 = σ{Yti , i < j}, and assume

Ytj |Fj−1; θ ∼ N(µj (θ), τ2
j (θ)), j = 1, . . . , n.

Let dj (θ) =
Ytj

−µj (θ)

τj (θ) , then the MLE of θ is a root of

Sn(θ) ≡ S
(µ)
n (θ) + S

(τ)
n (θ) = 0

S
(µ)
n (θ)=

n∑

j=1

dj(θ)

[
µ′

j(θ)

τj(θ)

]
; S

(τ)
n (θ)=

n∑

j=1

(
d2
j (θ) − 1

)
[

τ ′

j (θ)

τj(θ)

]
.

E[S
(µ)
n (θ)] = 0 only requires µj(θ) correctly specified.

E[S
(τ)
n (θ)] = 0 also requires τj(θ) correctly specified.

Cov(S
(µ)
n (θ),S

(τ)
n (θ)) = 0 as long as E[d3

j |Fj−1] = 0,
under which Sn(θ) also satisfies BI.
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Two Kinds of Information Additivity

Let ξj(θ) = µ′

j(θ)/τj(θ), ηj(θ) = τ ′

j (θ)/τj (θ),

In(θ) = I(µ)
n (θ) + I(τ)

n (θ). (A1)

I(µ)
n (θ) =

n∑

j=1

E[ξj(θ)ξ⊤j (θ)]; (A2)

I(τ)
n (θ) = 2

n∑

j=1

E[ηj (θ)η⊤j (θ)] (A2)
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Two Kinds of Information Additivity

Let ξj(θ) = µ′

j(θ)/τj(θ), ηj(θ) = τ ′

j (θ)/τj (θ),

In(θ) = I(µ)
n (θ) + I(τ)

n (θ). (A1)

I(µ)
n (θ) =

n∑

j=1

E[ξj(θ)ξ⊤j (θ)]; (A2)

I(τ)
n (θ) = 2

n∑

j=1

E[ηj (θ)η⊤j (θ)] (A2)

Model-Reduction Additivity: (A1)
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Two Kinds of Information Additivity

Let ξj(θ) = µ′

j(θ)/τj(θ), ηj(θ) = τ ′

j (θ)/τj (θ),

In(θ) = I(µ)
n (θ) + I(τ)

n (θ). (A1)

I(µ)
n (θ) =

n∑

j=1

E[ξj(θ)ξ⊤j (θ)]; (A2)

I(τ)
n (θ) = 2

n∑

j=1

E[ηj (θ)η⊤j (θ)] (A2)

Model-Reduction Additivity: (A1)

Data-Augmentation Additivity: (A2)
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AR(1) model with spacing
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AR(1) model for the complete data;

Yt = ρYt−1 + ǫt , ǫt
iid∼ N(0, σ2), t = 1, . . . ,N,

=⇒ Yt |Ys ∼ N(ρt−sYs , kt−s(ρ)σ2), with kl (ρ) =

l−1∑

j=0

ρ2j .

For observed data {Ytj , j = 1, . . . . , n}; θ = (ρ, σ2,Y0)

I(µ)
n (θ) =

1

σ2




Y 2
0 A1,n(ρ) + σ2B2,n(ρ) 0 t1γ1(ρ)Y0

0 0 0
t1γ1(ρ)Y0 0 ργ1(ρ)




I(τ)
n (θ) =

1

2σ4




σ4
∑n

j=1 δ2
j (ρ) σ2

∑n
j=1 δj (ρ) 0

σ2
∑n

j=1 δj(ρ) n 0

0 0 0
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Suppose tj+1 − tj = s. Then

R(s=1)
n (ρ|σ2) ≡ Gn(ρ|σ2)

In(ρ)
<

1

n − 1
,

R(s=2)
∞ (ρ|σ2) =

1 − ρ2

2(1 + ρ2)
≤ 1

2

R(s=3)
∞ (ρ|σ2) =

2(1 − ρ2)(1 + 2ρ2)2

9ρ2(ρ4 + ρ2 + 1)
; unbounded !

Because

V(Yt+s |Yt) = (1 + ρ2 + · · · + ρ2(s−1))σ2
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Optimal spacing for estimating ρ with given n

For large n

lim
n→∞

I(s)
n (ρ)

n
=

s2ρ2(s−1)

1 − ρ2s
≡ H(s, ρ).

For given ρ, H(s, ρ) is maximized at

smax(ρ) =
1.59362...

− log ρ2
.

For optimizing integer s, we have

s = 1 is optimal as long as |ρ| ≤ 3−1/2 = 0.577...;

s = 2 is optimal when

0.577 < |ρ| ≤

√√
105 − 5

10
= 0.724...
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For large n, In ≈ ns2ρs−1(1 − ρ2s)−1/2, where s is the spacing.

Jeffreys prior is the same as ρ2s ∼ Beta(1/2, 1/2).
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If it seems like a good Lintuition, don’t jump on it!
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