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Summary

Countries face competing priorities in responding to the SARS-CoV-2 pandemic. The key trade-off is between deaths

and pandemic mitigation that reduces SARS-CoV-2 transmission via mandated closures of non-essential economic

activity and schools. Vaccinations are one of the key interventions to address this trade-off. They not only reduce

deaths, but also the need for policy makers to implement socially damaging and economically costly pandemic

mitigationmeasures. There is little comprehensive quantitative evidence on the societal benefit of vaccinations. Here,

we project the socio-economic gains of vaccinations in terms of averted deaths, averted economic losses and averted

educational losses with the dynamic epidemiological and economic model Daedalus, applied to Indonesia. Wemodel

a twelve-month Moderna booster vaccination campaign, beginning in September 2021, with 80% target coverage

against a counterfactual of no boosters. We assume the booster campaign is delivered against a background of

optimised epidemic mitigation with economic and school closures that are gradually eased, double-dose vaccinations

reaching 90% of the eligible population, and epidemiological characteristics of the Delta and Omicron variants in

sensitivity analyses.

We find that the total expected socio-economic gain of the booster campaign is $381 billion (95% confidence interval

$260-$640) for our central scenario. It comprises of 19 million years of in-person education, $81 billion in economic

activity, and 300,000 life-years (or 14,000 deaths). Depending on monetary valuations of education and life years,

the expected gain ranges from $365 billion to $608 billion. The social benefit of each Moderna dose ranges from

$2,000 (95% confidence interval $1,400-$3,100) to $3,300 ($2,600-$5,200). Projected gains per dose are higher for a

booster vaccination campaign with 40% target coverage at $2,200 ($1,200-$3,300) to $4,200 ($3,400-$6,600).

Our findings are sensitive to the decision makers’ valuations of life years and education, and to the unpredictable

evolution of the virus. However, results are very similar for epidemiological parameters corresponding to the Delta

and Omicron variants. Our results demonstrate that the majority of benefits of vaccination manifest in the reduced

need for costly mitigation, rather than averted deaths. This calls for a comprehensive modelling of the benefits of

vaccinations focusing not only on health impacts, but also on economic and social impacts.
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1 Introduction

In responding to the COVID-19 pandemic, there is a trade-off between competing priorities for societies. Policy

interventions designed to protect public health by limiting the face-to-face interactions that enable transmission

also limit the interactions that facilitate economic activity, education and other desirable social and societal goods.

Policy makers therefore have to trade off the costs of their interventions in terms of the society’s overall welfare,

which includes health, education, and economic welfare (Robinson et al., 2019). Vaccinations are highly effective in

preventing severe COVID-19 disease and deaths, as well as limiting transmission (Meslé et al., 2021). It has been

estimated that SARS-CoV-2 vaccinations have saved nearly half a million lives among those aged 60 years and over in

33 countries across the WHO Euro region in less than a year (Meslé et al., 2021). The benefits of vaccinations are not

only measurable in terms of saved lives, but also in terms of reduced duration and stringency of pandemic mitigation

required to control transmission. Nearly all countries are adopting pandemic mitigation measures, including closures

of economic activity and education, to control the pandemic while vaccination coverage is too low to achieve control.

However, we do not currently have estimates of the comprehensive societal welfare gain of SARS-CoV-2 vaccinations

arising from both averted deaths and reduced need for costly pandemic mitigation via business and school closures.

Here, we estimate the societal benefits of vaccinations in terms of gross domestic product (GDP), deaths averted, and

person-years of education gained under alternative vaccination scenarios and mitigation strategies in Indonesia. We

specify a loss function, relying on existing monetary estimates of the value of education, economic activity, and lives

(Bloom et al., 2020). We use an existing integrated economic-epidemiological model DAEDALUS (Haw et al., 2020)

to project the societal benefits of a moderate and an expedited Moderna booster vaccination campaign against

a no-booster counterfactual. While boosters are scaled up, we assume that the social planner adopts optimised

pandemic mitigation that minimises societal costs, trading off the costs of school and business closures against

deaths.

The cost of lives lost due to the pandemic has been estimated in terms of the value of a statistical life (Hammitt,

2020; Robinson et al., 2021) and as the expected loss to the economy due to deaths and illness of the workforce

(Fernald et al., 2021). We consider both in our projections, using estimates of a value of a statistical life for Indonesia

(Wulandari, 2020; Robinson et al., 2021). The cost of reduced economic activity due to the pandemic and its

mitigation has immediate, mid- and long-term implications (International Monetary Fund, 2021a; Jordà et al., 2020).

These have been estimated for individual countries by charting losses incurred so far and projecting forwards what

the cost will be in the decades to come (Sawada and Sumulong, 2021; Cutler and Summers, 2020). We consider

short- and mid-term economic costs related to the pandemic and its mitigation, relying on GDP projections of the

International Monetary Fund for Indonesia (International Monetary Fund, 2021a,b).

The immediate costs to individuals and businesses are lost earnings and revenues. In many high-income countries

(HICs), these aremitigated by relief policies such as furlough payments, tax relief or other support programs. However,

in low- and middle-income countries (LMICs) with a high proportion of informal employment and constrained public

budgets, the scope for relief policies is often small. This implies that households and businesses are hard hit by

mitigation strategies that curtail economic exchange. The short-term economic costs of business closures have been

estimated at around 25% of pre-pandemic GDP in HICs (Haw et al., 2020), to which the costs of relief policies must

be added.

Because of the severe and immediate economic costs of business closures, the limited scope for relief policies, and
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the high proportion of informal sector work that can effectively resist officially mandated closures, many LMICs,

including Indonesia, cannot rely much on mitigation via closure of economic production. Instead, countries use

long-term closure of in-person education to reduce transmission of SARS-CoV-2 (The World Bank et al., 2021). In

Indonesia, schools were closed for in-person teaching for 18 months, from March 2020 to August 2021. Because

the education sector contributes little to GDP (e.g. in Indonesia in 2019, the education sector contributed 3.4% to

GDP among 36 sectors), but contributes much to transmission, mitigation policies that prioritise school closures are

associated with lower economic losses in the short term.

However, conventional measures of the gross value added (GVA) of the education sector grossly underestimate the

true value of education. The benefits of education lie in future economic gains across all sectors, through having

a better educated, more skilled and more productive workforce (Hanushek and Woessmann, 2020). These gains

are not captured by contemporaneous national account calculations. For example, it was estimated that education

losses will contribute more than one quarter of the total pandemic losses expected to the Philippine economy over

the next four decades (National Economic and Development Authority, 2021). We use estimates of the long-term

benefits of education for Indonesia from the OECD to provide more realistic projections of the benefits of in-person

education resulting from avoided school closures.

2 Methodology

2.1 DAEDALUS: integrated economic-epidemiological model

We use the Daedalus model (Haw et al., 2020) to fit and simulate the dynamics of the epidemic in Indonesia using

publicly available data. Details of the model specific to this application, its parameterization, the data used to fit the

model, and the result of the model fit, are given in Appendices A, B, and C. We compare economic configurations

through their socio-economic costs across three categories (losses to lives, education, and economic output), relying

on valuations from external sources for a year of life lost (YLL), and a year of education.

We model the economy as consisting of 36 sectors, following the ISIC 4 classification (UN Economic and Social Affairs,

2008). We assume that policy makers can partially close economic sectors as pandemic mitigation. We describe the

resulting economic configuration as the set over all sectors 𝑖 andmonths 𝜏: {𝑥𝑖,𝜏 ∶ 𝑖 ∈ {1, ..., 36}; 𝜏 ∈ {1, ..., 𝑇 }}
for 𝑇 months, where 𝑥𝑖,𝜏 is defined as a sector’s output in month 𝜏 relative to its maximum possible value, which is

the output when 𝑥𝑖,𝜏 = 1 and there is no mandated closure. Sector 33 is the education sector, and all the other

sectors without education are denoted 𝑥−33 for ease of exposition. In Daedalus, the economic configuration forms

the basis to compute the economic output over the projection period, and determines the extent of transmission

between different population groups.

For the months February 2020 to August 2021, we estimate 𝑥𝑖,𝜏 as the sector’s observed output relative to its pre-

pandemic output according to GVA data (see Appendix A.2 for details). For the education sector, 𝑥33,𝜏 corresponds

to the fraction of students engaged in in-person teaching. To project the impact of alternative pandemic mitigation

scenarios, we choose values for 𝑥𝑖,𝜏 to reflect possible policy choices. We require 𝑥𝑖,min ≤ 𝑥𝑖,𝜏 ≤ 1 to ensure

essential production capacity for each sector (Table 7).

The economic configuration determines the number of individuals in workplaces via an analogous set {𝑤𝑖,𝜏}, where
𝑤𝑖,𝜏 is defined as the proportion of the workforce present in the workplace under sector closure 𝑥𝑖,𝜏. We estimate

DOI: https://doi.org/10.25561/93573 4 of 53



14 February 2022 Imperial College COVID-19 response team

the active workforce given the specified sector closure assuming a non-linear relationship between workforce and

production for the non-education sectors. Specifically, the fraction of total workers required to produce a fraction

𝑥𝑖,𝜏 of total output is 𝑤𝑖,𝜏 = 𝑥1/𝛼
𝑖,𝜏 .1 For education, as 𝑥33,𝜏 represents school opening rather than production, we

define 𝑤33,𝜏 = 𝑥33,𝜏 so that the fraction of teachers in school is the same as the fraction of students.

The compartmental epidemiological model consists of 40 population groups: one group for each sector, and one

group per age group (ages 0-4, 5-19, 20-64, and 65 plus). Each individual belongs to only one group at any one time.

The 20-64 group comprises of (a) individuals who are not in the labour force, e.g. because they are home-makers, and

(b) individuals in the labour force (workers) who are not currently working because their sector is closed. Workers

may change group membership from their sector to the 20-64 group (and back) at the start of each month, following

sector closures/openings. The fraction of each sector working at time 𝜏 is given by 𝑤𝑖,𝜏, which defines the size of the

labour force that is working. We use {𝑤𝑖,𝜏} to determine the extent of workplace-related transmission directly by

moving workers between their sector groups and the 20-64 group, and indirectly by scaling the number of contacts

per person that facilitate transmission of infection, which covers the effects of working from home and commuting, as

described in Haw et al. (2020). Interactions that are modified by the extent of remote learning and use of commercial

spaces are similarly scaled according to how open the relevant sectors are as defined by 𝑥𝑖,𝜏.

2.2 Determining socio-economic costs

By assigning monetary values to YLLs and to years of education, we can add health and education costs of mitigation

strategies to the costs of economic closures, and undertake a comprehensive comparison of economic configurations

based on socio-economic costs. A summary of the costs we take into account and those we do not is given in Table 1.

We define the total socio-economic costs, SC, of an economic configuration {𝑥𝑖,𝜏} for the 𝑇-month duration by first

specifying a general formula for the loss function. For simplicity, we assume a simple linear function where we add

together terms for each of the costs:

𝑆𝐶 = 𝑓education(𝑋, VSY) + 𝑓lives(𝐷, 𝑙, VLY, 𝑟) + 𝑓GDP(𝑍0 − 𝑍, 𝑟). (1)

Here, 𝑋 is the number of school years lost (defined in Section 2.2.1), and VSY is the value of one school year,

measured in $; 𝐷 is the number of deaths per age group due to COVID-19, 𝑙 the remaining life years expected per

age group, VLY is the value of one life year, measured in $, and 𝑟 is the discount rate; 𝑍0 − 𝑍 is the lost output over

the period due to reduced economic activity, measured in $, where 𝑍0 would be the maximum possible in a fully

open economy, and 𝑍 the output generated. The longer-term cost of the short-term economic loss is defined in

the function 𝑓GDP(𝑍0 − 𝑍, 𝑟). The cost can exceed the loss if there is damage done to the economy beyond the

temporary loss of income. Then the socio-economic cost is the sum of the costs vs. a no-pandemic counterfactual

(i.e. no mandated school or economic closures, and no loss of life to COVID-19).

We here assume a simple product for the function 𝑓education, and a nonlinear function for the cost of lost output over

the period 𝐿 = 𝑓GDP(𝑍0 − 𝑍, 𝑟) (defined in Section 2.2.5). For 𝑓lives, we combine terms 𝐷, 𝑙 and 𝑟 into a single

term 𝑌, which is the total “discounted” years of life lost due to COVID-19 (see Section 2.2.2):

𝑆𝐶 = 𝑋 ∗ VSY + 𝑌 ∗ VLY + 𝐿. (2)

1For this application, we use 𝛼 = 0.46; see Appendix A.2 for details and assumptions made.
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Importantly, the cost includes both immediate costs, and mid- to long-term costs, all attributable to choices made

about closures over a short time period. The losses are added up over all years for which the loss is expected to

persist, using the same discounting rate 𝑟 of 3%, which is implicit in the valuation of a school year (VSY) and applied

to the other losses. As the counterfactual no-pandemic scenario has a cost of 0, Equation 2 represents the sum

total socio-economic costs of the pandemic over the period in question. We now describe the computation of the

socio-economic costs.

2.2.1 Valuing lost education

Education loss is quantified as the effective number of years of schooling lost. In each month 𝜏, education is divided

into a fraction of in-person teaching (𝑤33,𝜏) and remote teaching (1 − 𝑤33,𝜏). We compute the total amount

of education completed as a weighted sum of the school opening and its complement, where remote teaching

contributes a fraction 𝑠 of the educational value of in-person teaching. The loss then is the amount of remote

teaching (1 − 𝑤33,𝜏) multiplied by the value lost in remote teaching (1 − 𝑠), multiplied by the number of people of

school age and the number of years under consideration (disregarding school holidays):

𝑋 = 1
12

∑
𝜏

(1 − 𝑠)(1 − 𝑤33,𝜏) ∑
𝑔∈school age

𝑁𝑔, (3)

where 𝑁𝑔 is the number of people in age group 𝑔. We consider only the second age group out of four (5 to 19 years)

to be school-age students.

Remote teaching in Indonesia is thought to add a value of around one third of classroom teaching (𝑠 = 1
3 ) considering

infrastructure coverage, household access and effectiveness of teaching (Yarrow et al., 2020). This aligns with an

analogous estimate for the Philippines of 37% (National Economic and Development Authority, 2021).

We consider two alternative estimates for the value one year of education adds to the economy over a person’s

lifetime. Both valuations express the cost of education loss as a percentage of GDP. For the first valuation, we

use estimates from a study that projects the loss to GDP growth from a workforce cohort that is less skilled than

that which preceded it (who completed their education in 2020) and that which will follow it (who will begin their

education after schools reopen). It was assumed that growth will be impacted for the following 52 years (a cohort

of 12 years with careers expected to last 40 years), and the expected costs were estimated up to the year 2100

assuming a 3% discount rate (Hanushek and Woessmann, 2020). Applying the findings of Hanushek and Woessmann

(2020), we value the loss of a year of education for the current school cohort at 202% of current GDP, and obtain a

value of $34,000 for a person–year of schooling in Indonesia. For the second valuation, we adapt a projection of

educational losses in the Philippines (National Economic and Development Authority, 2021), for whom one year

of remote teaching (at 37% the effectiveness of in-person teaching) was estimated to have cost the economy 10.7

trillion pesos, which equates to one full year lost to 89% of the country’s GDP in 2019. Applied to Indonesia, the

value of a year of education per student is $15,000.

We assume that there are no short-term costs related to school closures, including that the Government’s spending

to enable remote learning (e.g. $400 million, spent mainly on data packages (Purnamasari and Ali, 2021)) does not

change with school openings. We also assume that there is no impact of school closure on the size of the available

workforce. We do not correct the estimated loss of education for individuals who die, nor consider the loss of

education due to sickness of teachers or students. The former means we overestimate the amount of education lost,

and the latter that we underestimate it.
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2.2.2 Valuing lost lives

To value lives lost, we make use of the expected remaining life years, 𝑙𝑔, per age group 𝑔 (Global Burden of Disease

Collaborative Network, 2021). The life years lost per death with discounting taken into account can be written

̂𝑙𝑔 =
𝑙𝑔

∑
𝑦=1

1
(1 + 𝑟)𝑦 (4)

for discount rate 𝑟 > 0. The discounted number of years lost given 𝐷𝑔 deaths due to COVID-19 for each age group is

𝑌 = ∑
𝑔

𝐷𝑔
̂𝑙𝑔, (5)

We use this notation to define the cost as a simple product of VLY and the discounted number of years for input into

Equation 2.

The value of a year of life (VLY) used by policy makers should reflect the valuation that members of the society place

on reductions of their own mortality. We rely on the intrinsic rather than instrumental interpretation of the valuation

of life (Cutler and Summers, 2020), and we use existing estimates of the value of a statistical life (VSL) to estimate VLY.

Following Ananthapavan et al. (2021) and Robinson et al. (2021), the population VSL equals the population-weighted

average VSL, where each age group has a VSL defined by the number of expected life years remaining, and where

each year has the same value (VLY) with discount rate 𝑟:

VSL =
∑𝑔 𝑁𝑔

̂𝑙𝑔
∑𝑔 𝑁𝑔

VLY. (6)

We use two alternative existing estimates for the VSL in Indonesia. First, we use the value of $950,000 for a life

of a working-age individual (Wulandari, 2020). With 38 years remaining life expectancy for this group, we get an

estimate for VLY of $42,000. Second, we use an estimate of one VSL being worth 160 times GNI per capita (based

on purchasing power parity, following Robinson et al. (2021)), which we evaluate to be $1,910,000, giving a VLY of

$80,000. We do not take into account any health costs apart from lives lost due to COVID-19.

Finally, we define the value of lives lost as

𝑓lives(𝐷, 𝑙, VLY, 𝑟) = VLY ∗ 𝑌 . (7)

In the results, we report the total YLLs,

YLL = ∑
𝑔

𝐷𝑔𝑙𝑔,

in their natural units of years, and, separately, the monetized life years lost, 𝑓lives(𝐷, 𝑙, VLY, 𝑟), in $.

2.2.3 Valuing lost economic output

We measure the cost of economic closures in terms of lost gross value added (GVA): the GDP generated by an

economic configuration is the maximum GVA per month (denoted 𝑧𝑖 for each sector 𝑖) multiplied by the respective

sector openings, summed over the period. The maximum possible GDP (which is with no closures for 𝑇 months) is

𝑍0 = 𝑇 ∑𝑖 𝑧𝑖, and we use pre-pandemic output to define the maximum possible values.
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2.2.4 Short-term GDP loss

Recall that 𝑥𝑖,𝜏 denotes how open sector 𝑖 is in month 𝜏. This in turn determines the proportion of the workforce

contributing to economic production, 𝑤𝑖,𝜏, out of the total workforce 𝑁𝑖. The workforce is not only reduced due to

mandated closures, but also due to sickness, hospitalisation and death, leaving a smaller fraction (�̂�𝑖,𝜏) to contribute

to production.2 The output for the remaining workforce is ̂𝑥𝑖,𝜏 = �̂�𝛼
𝑖,𝜏. Then the total GVA for the period is:

𝑍 = ∑
𝑖≠33

𝑇
∑
𝜏=1

𝑧𝑖 ̂𝑥𝑖,𝜏 + 𝑇 𝑧33 (8)

and the GDP loss compared to the maximum is 𝑍0 − 𝑍. All economic sectors contribute GVA according to the level

they are open for production, except for the education sector which contributes its maximum possible monthly GVA,

𝑧33 per month. Note that the economic output lost due to absence (symptomatic infection, hospitalisation, and

death) is negligible compared to other costs (Figure 3).

2.2.5 Mid-term GDP loss

It is questionable whether the economy bounces back to its pre-pandemic level of production immediately after the

mandated closures end. To model the mid-term impact of the pandemic and mandated closures of non-essential

businesses, we estimate hypothetical growth paths for each scenario, relying on existing estimates of economic

recovery for Indonesia. Following projections by the IMF (International Monetary Fund, 2021a,b), we assume that

no long-term scarring will occur as a result of the economic losses; however, there will be a period of lower than

expected output until the currently projected GDP path is rejoined. We allow mid-term economic cost to accumulate

over six years, by projecting the economic losses arising from a delayed return of the economy to the counterfactual

or reference GDP path.

We define the reference path as the GDP,measured in $, projected by the IMF for the years 2021 to 2026 (International

Monetary Fund, 2021b). We denote the reference path 𝐺(ii)
𝑦 for 𝑦 = 2021, ..., 2026. The scenario path, which we

denote (∗), begins with the observed GDP for 2020 and the IMF-projected GDP for 2021 minus the short-term GDP

loss: {𝐺(∗)
2020, 𝐺(∗)

2021} = {𝐺(ii)
2020, 𝐺(ii)

2021 − (𝑍0 − 𝑍)}.

To project the scenario path forward in time, we estimate the scenario-specific growth path that is required for the

scenario path to converge to the reference path in five years (Figure 1, left). The growth from 2020 to 2021 is less

in the scenario than in the reference growth path. Therefore, for the GDP paths to converge, the scenario growth

must at some point exceed the reference growth. To estimate the necessary growth, we make use of two vintages

of IMF estimates: made in April 2021 and October 2021, and denoted (i) and (ii), respectively. When comparing

these two estimates, it is obvious that the IMF revised growth for 2021 downwards, presumably to reflect the

larger-than-expected hit to the economy. Still, the IMF projected that the original GDP path would be rejoined. We

apply the same reasoning and the same mechanism to our scenarios so that they converge to the reference path

(Figure 1, right).

Defining the growth rate

𝑣(⋅)
𝑦+1 =

𝐺(⋅)
𝑦+1 − 𝐺(⋅)

𝑦

𝐺(⋅)
𝑦

,

2�̂�𝑖,𝜏 = 𝑤𝑖,𝜏 −∑𝑣 𝔼𝑑∈𝜏 (𝐼𝑆,𝑣,𝑖(𝑑) + 𝐻𝑣,𝑖(𝑑) + 𝐷𝑣,𝑖(𝑑)) /𝑁𝑖 for vaccine status𝑣, infectious and symptomatic 𝐼𝑆, hospitalised

𝐻, deceased 𝐷, with total population 𝑁𝑖 for sector 𝑖. 𝔼𝑑∈𝜏 represents that we compute the average number for all days 𝑑 in month 𝜏.
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which is known for the IMF projections (i) and (ii) and the first year for the scenario, we extract the growth rate for

the scenario, 𝑣(∗)
𝑦 , for 𝑦 > 2021 by solving

𝑣(∗)
𝑦 − 𝑣(ii)

𝑦

𝑣(∗)
2021 − 𝑣(ii)

2021

= 𝑣(ii)
𝑦 − 𝑣(i)

𝑦

𝑣(ii)
2021 − 𝑣(i)

2021

. (9)

Then the scenario GDP path will converge to GDP path (ii), in the same way that GDP path (ii) converges to GDP path

(i), given the initial divergence in GDP in the year 2021.

Then we write the scenario path as

𝐺(∗)
𝑦+1 = 𝐺(∗)

𝑦 (1 + 𝑣(∗)
𝑦+1) . (10)

The total economic cost of closures is then given by

𝐿 =
5

∑
𝑗=0

𝐺(ii)
2021+𝑗 − 𝐺(∗)

2021+𝑗

(1 + 𝑟)𝑗 . (11)

Where the time period spans a year change, we split 𝑍 (and 𝑍0) into their component parts 𝑍(2021) and 𝑍(2022).

Then 𝐺(∗)
2021 = 𝐺(ii)

2021 − (𝑍(2021)
0 − 𝑍(2021)), and 𝐺(∗)

2022 = (1 + 𝑣(∗)
2022) 𝐺(∗)

2021 − (𝑍(2022)
0 − 𝑍(2022)). Then

the convergence to the reference path is modelled as before, starting from the year 2022.

In summary, we project economic costs of each scenario via the deviations of the projected scenario GDP paths

from the IMF reference GDP path from the year 2021 onward until 2026. This implies that we are assuming that

closure decisions impact short- and mid-term economic output but not long-term growth and GDP of the Indonesian

economy, in line with IMF assumptions. (Figure 1, right).

2.3 Decision problem of the social planner

We use a decision framework to decide the mitigation policies consisting of closures of businesses and schools to

keep transmission under control, which provides the background to the vaccination programme. We assume that a

social planner is choosing between a set of discrete options which make up the decision space, and chooses the

option that minimises the socio-economic costs (see e.g. Figure 2). The decision space consists of the choice of

school opening and the choice of business closures. The costs of closures are directly traded against the costs of

deaths associated with each choice, so that the optimal choice is the one with the smallest total SC.

In the decision space, school opening takes values 10 (10% open), 20, …, 100% (fully open). The business closure

takes values 0 (fully open), 0.5, …, 4 (maximum hypothetical closure). The business closures are defined in relation

to the observed reference closure in 2021, given by observed sectoral GVA. A relative closure of 1 means that the

closure is the same as the reference. The maximum observed closure for any sector over the period gave 78% of

pre-pandemic GVA; therefore, at four times closure, this sector will be open at only 12%. It is questionable whether

such stringent closure is feasible, but we include this as an extreme lower bound to economic output in sensitivity

analyses. By scaling observed closure configurations according to observed GVA, we honour inter dependencies

between the sectors in their supply chains. We do not allow closures of sectors which did not exhibit closures in the

past, under any of our configurations.

As an illustration of the social planner’s decision problem, we compare observed economic and health outcomes

in Indonesia over the period May to August 2021 to those that would have minimised total SC in a retrospective
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Figure 1: Projections of Indonesian’s growth and GDP, 2019 to 2026. Left panel: the scenario growth rate is computed using the

reference growth rate as in Equation 9. We adjust the growth rates for the Scenario following IMF projections from April and

October 2021 so that in the year 2026, the reference path projected by the IMF in October 2021 has been rejoined. Right panel:

Scenario GDP is projected over time using Equation 10. The cost to the economy is estimated as the difference between the

GDP obtained under the scenarios and the IMF reference GDP, summed over the years 2021 to 2026, as defined in Equation 11.

analysis. We use four valuation sets for education and health, arising from all combinations of the two valuations for

lost school years and life years, respectively (Table 2). We use valuation set 2 for our central scenarios, but present

results for all four sets. The same business and school closures are applied to each of the four months.

2.3.1 Booster vaccination scenario analysis

By the beginning of September 2021, 2.5% of school-age individuals, 19% of working-age adults, and 29% of people

over 60 had received two doses of Sinovac in Indonesia. For our simulation, we assume that Sinovac vaccine rollout

continues for these age groups (the “target group”) with the same administration rate as in August 2021, and is

distributed between the three age groups such that after twelve months the coverages are 90% in each group. To

achieve this, we stipulate that 87.5% of all school-age individuals, 71% of all working-age adults, and 61% of all

people over 60 are vaccinated in the 365-day period with the same number of people within each group vaccinated

each day. We assume that one booster vaccine dose can be given to someone who has been double vaccinated

with Sinovac. Indonesia has already started to give Moderna boosters to healthcare workers; therefore, we assume

that all boosters will be Moderna. For simplicity, we assume a constant vaccine administration rate also for the

booster doses over the projection horizon. We consider three scenarios for the administration of boosters over the

twelve-month period from September 2021 to the end of August 2022: None, coverage of 40% among three target

age groups by the end of the period with no particular prioritization, and coverage of 80% among the target groups.

Parameters defining vaccine effects and waning in the model are summarised in Table 8. The profile of vaccine

effects for the Moderna booster are defined using recent estimates for overall effects of a BNT162b2 (Pfizer) booster

given after two doses of Sinovac (Jara et al., 2022), which were presented together with corresponding estimates

for two doses of Sinovac. Delta was the predominant lineage circulating at the time of the study and thus we
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Table 1: Summary of costs we model and costs we omit.

Cause Immediate costs Mid- to long-term costs

Modelled Not modelled Modelled Not modelled

School closure Reduced productivity

of parents

Loss of earnings Probability to drop out

University closures

Student illness

and deaths

Reduced productivity

of parents

Loss of earnings

Business

closures

Reduced GDP Increased poverty Delayed return to

GDP path

Increased poverty

Worker illness

and deaths

Reduced GDP Delayed return to

GDP path

Reduced workforce

COVID-19 deaths Life years lost

(valued)

COVID-19 illness Medical care Reduced quality of life

Reduced life expectancy

Strained health

servicesa

Other health

outcomes

Other health outcomes

Stay-at-home

ordersb

Other health

outcomes

Other health outcomes

a Deferral of appointments and procedures for conditions other than COVID-19. Deferral can be due both to limited

capacity of health services and to individuals choosing not to engage with health services in times of high prevalence.

b Stay-at-home orders impact on individuals’ mental and physical health, and will have costs in the short term and the

long term.

take these estimates as an appropriate set to estimate the impact of a Moderna booster compared to a Sinovac

background. The profiles of vaccine effects for protection against four outcomes (where protection manifests in

the model as multiplying the rate by one minus the vaccine effect) are (0.93, 0.26, 0, 0) for the Moderna booster,

and (0.5, 0.08, 0.64, 0.22) for Sinovac double dose, for the outcomes of: acquisition, symptomatic infection given

acquisition, hospitalisation given symptomatic infection, and death given hospitalisation, respectively.

By comparing the SC of the three booster vaccine rollout scenarios, we estimate the benefit of booster doses in

terms of avoided economic and school closures and deaths in the first year following initiation of the booster scheme.

We use the decision framework explained above to assume background mitigation via optimal closure configurations

for the year given the rollout scenario, and compute the total SC for the whole year. By choosing the optimal closure

configurations for each scenario, we are effectively comparing the best-case SCs. This allows us to compute the

difference in SCs associated with the two booster vaccination strategies against the no-booster counterfactual. Here,

business closure is defined relative to the closure observed in February 2021, and we use the observed configurations

for the periodMay to August 2021 based on sectoral GVA data (as detailed in Appendix A.2, rather than a hypothetical

scenario configuration from Table 3).

The social planner makes two sequential decisions on configurations: First, at the start of the projection period, the

planner decides on a fixed configuration for the first four months. Second, the planner decides on a linear gradient on
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Table 2: Alternative valuation sets for education and life years.

Valuation sets Value of one person-

year of education

(VSY, in $)

Value of a life year

(VLY, in $)

Set 1 15,000 42,000

Set 2 15,000 80,000

Set 3 34,000 42,000

Set 4 34,000 80,000

opening business activity and schools linearly as vaccination coverage increases over six months, after which it stays

at the final configuration for two final months. We make the decisions in two separate steps to reduce computational

burden. As decisions made considering only a short time period force the next period to begin with substantial costs,

we choose the four-month configuration using an eight-month projection horizon (see Appendix D.1).

As there is uncertainty in how transmission will evolve, we simulatemultiple epidemiological outcomeswith randomly

varying epidemiological parameters and compute the SC for each simulation. We identify the optimal decision under

uncertainty as the one that minimises expected SC (Briggs et al., 2006). Here, the uncertain parameter of interest is

the “transmission modifier”, which is the extent to which transmission is scaled, capturing changes to transmission

that are driven by factors unrelated to business or school closures (see Appendix B.1), such as individuals’ behaviour,

other non-pharmaceutical interventions, efficiency of contact tracing, and others. We assume that future values

of the modifier are likely to resemble past values, and that it changes every month. We have inferred values from

fitting the model to data for months up to August 2021 (see Appendix C). For projection months, we sample with

replacement from values inferred for months from April 2020 to August 2021.

For each scenario, we report total SC, and SC related to the three outcomes of interest, for the twelve-month

projection period. We also report incremental SC between all three scenarios, calculated by dividing the difference

in total SC by the difference in the number of administered vaccine doses, and other key outcomes, including the

chosen configuration, the number of deaths, the total amount of in-person education delivered, the total GDP, and

the total number of YLLs. The comparisons against the no-booster scenario tells us the quantified social benefits of

moderate (40% coverage at twelve months) and expedited (80% coverage at twelve months) booster vaccination

campaigns. In Appendix D.3, we undertake a hypothetical sensitivity analysis using parameter values appropriate

for the Omicron variant in order to contextualise the results for the most recent phase of the pandemic. We find

that the results are very similar for parameters chosen to reflect current knowledge about the Omicron variant,

compared to our main projections that assume parameters corresponding to the Delta variant. In Appendix D.4, we

present the main results using a modified model with additional uncertain parameters: one that determines the

protective effect of the vaccine against infection, which declines over time, and one that determines hospitalisation

rate, which can rise or fall over time. These uncertainties represent hypothetical new variants. In this way, the value

of particular campaigns can be assessed with these uncertainties about the future taken into account. Further, we

can assess how important the uncertainties are in influencing the conclusions we draw.
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Figure 2: Socio-economic costs under alternative business and school opening configurations, May to August 2021 (Valuation

set 2). For a grid of configuration options (business closures and school openings), we evaluate the socio-economic costs (SC) in

order to select the configuration that minimises total SC as the optimal mitigation strategy, given valuation set 2. An unmitigated

epidemic has School opening=100% and Business closure=0.0. The Observed scenario over May to August 2021 in Indonesia

corresponds to schools open at 10% and businesses closed at 1.0, which is not the optimal configuration.

Figure 3: Socio-economic costs of observed period vs. optimal pandemic mitigation, valuation set 2, May to August 2021.
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Table 3: Observed and optimal pandemic mitigation via closures of businesses and schools, four valuation sets for lost

education and life years, May to August 2021.

School

opening,

%

Business

closure

Person-years of in-

school education,

millions

YLLs, mil-

lions

GDP,

billion $

Economic loss,

billion $

Deaths,

millions

Observed 10 1.0 2.2 2.0 269 31 0.09

Valuation set 1 50 2.5 11.1 1.2 253 77 0.05

Valuation set 2 50 3.0 11.1 0.8 247 92 0.03

Valuation set 3 60 3.0 13.3 1.6 247 93 0.06

Valuation set 4 60 3.5 13.3 1.2 241 108 0.05

Note: Comparison of observed outcomes and projected outcomes for four optimal configurations (business closures

and school openings) given four valuation sets for education and life years. Observed school opening was 0.1 and

observed Business closure was 1 over the period, which is not the optimal configuration under any valuation set.

Values for School opening and Business closure are the optimal choices for the given valuation set, i.e. they minimise

socio-economic costs among all possible configurations given the valuation set. The remaining columns report outputs

from the epidemiological model (YLLs, Deaths) and economic model (Person-years of in-school education, GDP) for the

optimal configurations. We report the economic loss compared to the no-pandemic counterfactual, whose calculation

does not depend on the valuation (Equation 11). We leave education and YLLs in natural units to allow comparison

across the four valuation sets that place different values on education and YLLs.

3 Results

3.1 Illustration of decision framework and results

We present first a comparison of the projected outcomes of the observed versus optimised pandemic mitigation

strategy consisting of business and school closures against a background of Sinovac vaccinations for the period May

to August 2021. This is to illustrate how the decision framework is used to find optimised closure strategies as

background mitigation for the booster vaccination scenarios. The SC of all the configurations (assuming valuation set

2) are visualised in Figure 2. The darker shaded areas show configurations associated with higher total SC. Strategies

that leave schools and businesses relatively open are associated with higher SC, explained by the high number of

monetised YLLs that exceed monetised losses to education and economic output in more closed scenarios. We

estimate that the actual configuration chosen by Indonesian decision makers was 10% school opening and 1.0

business closure, but the optimal configuration to minimise SC would have been 50% school opening and 3.0 business

closure (light pink area). Of course, this is a theoretical assessment and it is questionable whether such stringent

business closures would have been feasible.

Table 3 shows the optimal configuration chosen given each of the four valuation sets. Valuation sets 3 and 4 value

education more highly, hence decisions using those sets will return configurations that lean more heavily towards

keeping schools open. Valuation sets 2 and 4 value lives more highly, hence decisions using those sets will return
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configurations that lean more heavily towards closing schools and businesses. Note that for all valuation sets, schools

are more open, the economy is more closed, and there are fewer deaths than was actually observed in Indonesia

over the period. This implies that Indonesian decision makers chose less restrictions on the economy at the expense

of both lives and education and, for the range of valuations we consider, the cost of these societal losses exceeded

the savings made by prioritizing the economy. Figure 3 compares SC between observed and optimised pandemic

mitigation, assuming valuation set 2. An optimised configuration of business and school closures would have reduced

SC by around $100 billion, by reducing deaths and educational losses at the expense of more stringent business

closures. This figure also illustrates that the economic loss from worker absence due to COVID-19 is a very small part

of the overall SC of the pandemic and its mitigation.

3.2 Booster vaccination scenario analysis

We now turn to the projected benefits of booster vaccinations. Configurations and summary statistics for the optimal

solutions for the twelve-month period are shown in Tables 4 and 5 for each scenario, with the configurations shown

graphically in Figure 4. The optimal configurations are the cost-minimising background mitigation via school and

business closures that must be kept in place to contain the epidemic while booster (and Sinovac) vaccinations are

scaled up. The configurations are chosen to minimise SC given valuation set 2 (results for other valuation sets given

in Section D.2) amid uncertainty in epidemic transmission.

We project that an expedited booster campaign with target coverage of 80% and 187 million doses of Moderna

(scenario 3) would result in an expected societal gain of $381 billion (95% confidence interval 260–640), compared

to no boosters (scenario 1), see Table 5. The gain represents the societal value of the booster campaign to Indonesia

in monetary terms for our central scenario assuming valuation set 2, where one person-year of education is valued

at $15,000 and one life year at $80,000 (see table 2). We assume optimised mitigation via school and business

closures and a constant background scale-up of 1st and 2nd vaccinations with Sinovac in both the booster and the

counterfactual scenarios. We compute the gain by comparing the costs associated with optimised mitigation with

booster campaigns to the counterfactual optimised mitigation without a booster campaign, assuming the social

planner adopts the SC-minimising approach to background mitigation. Societal gains differ for the other valuation

sets (see table 14), with a minimum gain of $366 billion ($270-$580) for valuation set 1, and a maximum gain of $609

billion ($490-$970) for valuation set 4. We find that the best-case scenarios for both booster campaigns and the

no-booster counterfactual result in similar numbers of expected deaths with high variance, which is driven by high

uncertainty in transmission. The societal gain from the booster vaccines is mainly realised in less stringent school

and business closures required to control transmission. In-school education increases from the no-booster scenario

1 to the expedited booster scenario scenario 3 by 19 million person-years, a monetised educational gain of $189

billion. This implies that boosters reduce the pandemic education loss by 51%. The GDP gain from avoided business

closures is of similar magnitude at $174 billion, meaning that boosters reduce the economic hit of the pandemic by

61%. On top of the avoided social and economic costs, the difference in the expected number of deaths is 14,000, or

300,000 YLLs, a monetised gain in life years of $18 billion. Boosters result in a reduction in deaths of about 16%.

A moderate booster campaign reaching only 40% of the target population (scenario 2) would save an expected $235

billion in SC for Indonesia, compared to a no-booster scenario 1, assuming valuation set 2. Gains increase from a

minimum of $205 billion ($110-$310) to a maximum of $389 billion ($320-$610) for valuation sets 1 to 4, see table

14. For valuation set 2, educational gains are 9 million person-years of in-person education, or $92 billion. The GDP
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gain is $141 billion, and the YLL saving $2 billion (1,000 averted deaths).

When expressing gains per vaccine dose of the expedited compared to the no-booster scenarios 3 vs 1, we project

that the expected social benefit in the first year of booster rollout is $2,000 (95% CI 1,400–3,400) per dose for 187

million doses. This means that for every booster dose bought and administered, the return in terms of gained

schooling, life years and GDP is $2,000. Gains increase from a minimum of $2,000 ($1,400-$3,100) to a maximum of

$3,300 ($2,600-$5,200) for valuations 1 to 4 (see table 13).

Gains are higher when comparing the moderate compared to the no-booster scenarios 2 vs 1. We project that

the expected social benefit of 93.5 million doses is $2,500 per dose in the first year assuming valuation set 2. The

projected gains vary from $2,200 ($1,200-$3,300) to $4,200 ($3,400-$6,600) for valuation sets 1 to 4 (table 13). Note

that there are diminishing returns to the expedited compared to moderate booster campaign: the return is around

$2,500 (95% CI 1,700–3,400) per dose for coverage up to 40%, and $2,000 per dose for extending coverage to 80%.

Another way of expressing the societal gain of boosters is to translate or equate it to years of education or years of

life via their valuations. The $381 billion gain is equivalent to an expected monetised gain of 25 million person-years

of education, 4.8 million life years, or 410,000 lives of those aged 65 years and older.

The exact value of the societal benefit depends on the specifics of the simulation and how the SC are calculated.

For example, as time passes, the reward of vaccination increases: Figure 4 suggests that returns will continue to

accumulate beyond twelve months, as the booster scenarios begin the following year with more open business and

schools, which is associated with additional SC gains compared to the no-booster scenario.

Figure 4: Optimal trajectories of mitigation via closures under three booster vaccination scenarios. Note: Scenario 1 no boosters,

scenario 2 moderate booster campaign with 40% vaccination coverage at twelve months, scenario 3 expedited booster campaign

with 80% vaccination coverage at twelve months. We constrain the configuration to be constant for the first four months, then

allow a linear increase in opening over six months, and then fix the achieved configuration for the remaining two months of the

projection horizon. Costs are evaluated for the full twelve-month period using valuation set 2. The figures show that booster

vaccines allow both schools and businesses to open earlier.
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Table 4: Optimal pandemic mitigation configuration for three vaccine booster rollout scenarios.

First four months At ten months

Scenario One-year

coverage, %

Doses, mil-

lions

School

opening, %

Busi-

ness

closure

School

opening, %

Busi-

ness

closure

Scenario 1 0 0 40 3.5 50 3.15

Scenario 2 40 93.5 40 2.5 80 0.75

Scenario 3 80 187 50 2.5 100 0

The One-year coverage is the percentage of the three target groups given a booster

dose by the end of the twelve-month period, and Doses is the total number ofModerna

doses administered. These define the scenarios. School opening and Business closure

are constant for the first four months, change linearly for the next six months, and

are constant again for the final three months. Configurations are chosen to minimise

socio-economic costs given the valuations $15,000 per year of education and $80,000

per year of life under uncertain epidemic transmission. Business closure is relative to

the configuration observed in February 2021.
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4 Discussion

We present here an approach using the integrated epidemiological-economic model Daedalus that allows for the

comprehensive evaluation of a combination strategy of pharmaceutical and non-pharmaceutical pandemic mitigation

in terms of costs to the economy, to education, and to lives. These strategies are often compared in terms of deaths

averted. However, most countries adopt some form of mitigation with non-pharmaceutical interventions, most

notably business and school closures. This implies that vaccinations and closure strategies are complements: When

vaccinations are scaled up, closures can be reduced, possibly with only small overall impact on deaths. This makes it

important to evaluate the societal impact of vaccines comprehensively, and not only in terms of deaths. Our model

takes such evaluations into account as part of the decision-making process. Themodel can be used to derive estimates

of the schooling–economy–health trade-off for any mitigation strategy via comparison of the socio-economic costs.

We use SC to choose optimal configurations in a decision framework, and to estimate the expected societal benefit

of vaccinations in Indonesia. Assuming a valuation of a life year of $80,000 and a valuation of a year of education of

$15,000 in our central scenario, we estimate the societal benefit of two alternative booster campaigns against a

no-booster counterfactual, assuming a constant scale-up of 1st and 2nd doses of the Sinovac vaccine and optimised

pandemic mitigation via business and school closures. Specifically, we project benefits for 187 and 93.5 million

doses of Moderna with 80% and 40% target coverage for an expedited and moderate campaign, respectively. The

boosters would reduce the socio-economic costs of the pandemic to Indonesia by $381 (expedited, for moderate

$235) billion over a twelve-month time horizon. This comprises of 19 (9) million gained person-years of in-person

education, or monetised education gains of $189 ($92) billion; economic gains of $174 ($141) billion; and 300,000

(15,000) gained life years, or 19,000 (1,000) averted deaths, monetised health gains of $18 ($2) billion. EachModerna

booster dose is worth approximately $2,000 ($2,500) in the first year. If we assume the cost of acquisition and

administration to be no more than $30 per dose (Dyer, 2021; Griffiths et al., 2021; Marriott and Maitland, 2021), the

returns on investments (ROI) are at least $66 ($83) for every $ spent. If instead the cost is $14 per dose, the returns

on investments (ROI) are $143 ($179) for every $ spent. This would constitute a substantial societal gain associated

with booster vaccinations. The high returns are particularly astounding considering they are estimated against the

background scale-up of standard vaccinations with the Sinovac vaccines.

Unlike previous projections from integrated economic-epidemiological models, we use monetary valuations of key

societal benefits to make explicit the agonising trade-off that the social planner is faced with in pandemic mitigation.

Particularly, we include the costs of lost education. This is highly relevant, because many countries adopted pandemic

mitigation strategies involving extensive school closures, but not much is known about the long-term costs associated

with a sustained loss of in-person education. A less skilled and productive workforce may result in long-term adverse

consequences on countries’ economic growth and welfare. Some experts believe that the loss to education will

turn out to contribute a substantial fraction of the overall costs of the pandemic and its mitigation to economies

(Hanushek and Woessmann, 2020). Here, we calculate short- and mid-term economic losses, and the longer-term

economic losses arising from interrupted in-person education, and add them to the costs of economic closures. The

decisions on business closures in our model are informed by actual observed configurations for the country, under

the assumption that linear scaling is feasible. We define a grid of possible configurations and choose the optimum

from among them. By discretising the solution space, we enable sampling of multiple feasible epidemic trajectories,

for which the costs for all options can be evaluated. This allows us to find the optimal decision under uncertainty.
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We sample trajectories because an unfolding epidemic is unpredictable by nature, and so future projections – and

any metrics derived thereof – are subject to uncertainty. Our framework for prospective analyses is formulated as a

decision made under uncertainty, evaluating the expected socio-economic costs given the uncertain parameters, and

describing the uncertainties using probability distributions that reflect beliefs about what values the parameters are

likely to take. Here, for transmission, we have sampled values that have been inferred for previous months. Values

could be chosen (or adjusted) instead to reflect planned mitigation, changes in expected compliance, or random

changes to the circulating virus profile. The same principle can be applied to other parameters about which we might

be uncertain, such as vaccine effects. Identifying the optimal decision under uncertainty also returns a distribution

over likely epidemic trajectories: these provide benchmarks against which the unfolding epidemic trajectory can be

assessed.

Decisions made considering a short time period are misleading because they may burden the following period with

substantial costs (shown in Appendix D.1). The optimal decision chosen for a short period will likely leave the next

period with high and rising cases, hospitalisations and deaths. Therefore, the choices should be tested in longer

simulations, or with the cost of the following period also taken into account (as in Section 2.3.1).

4.1 Limitations

We make a number of simplifying assumptions about the relationships between education, economic closures

and health outcomes. Incorporating more nuanced relationships is part of ongoing work. We do not adjust the

valuations of life years or years of education, which are related variously to GDP, Gross National Income, or wage

differentials, according to changes in expected output. Instead we use pre-pandemic values for their computation.

Our evaluation relies on costing years of life, years of education, and economic activity in a common currency. There

are not objective values, in any currency, at which a year of life or a year of education should be valued. A range of

plausible values can be generated and tested in retrospective analyses, asking “what would have happened if we had

chosen to minimise the socio-economic costs given these valuations”, in order to evaluate the preferences of the

social planner regarding the resulting counterfactual epidemic curves. For the purposes of illustration, we explored

the sensitivity of our results to four alternative valuation sets.

It is possible that our costings of education and health are conservative. For example, school closures dispropor-

tionately disadvantage students who are female (Akmal et al., 2020) or belong to lower-income households (Jang

and Yum, 2020; Azevedo et al., 2020; Engzell et al., 2021; Fuchs-Schündeln et al., 2020), but the societal costs

associated with increased gender and income related educational inequalities is not considered in our calculations.

Additionally, the cost function does not include the cost of increased probability of student dropout associated with

extended closures (potentially affecting 2% of students (Purnamasari and Ali, 2021)). Finally, we do not consider

that attendance of students from poorer households may suffer due to reduced availability of funds for tuition. This

problem may affect up to a third of students (Purnamasari and Ali, 2021), and it increases with stringency of business

closures.

There are other costs we have not included here, including the impact of COVID-19-driven life-long disability on

long-term workforce productivity, the societal cost of disability for a person of any age, or the cost of lives lost

due to deferred medical care for other conditions. Moreover, we have not included the differential effect of

economic closures to different groups, in particular different socio-economic groups, and the resulting increase in

income inequality and its associated costs for the society (Sawada and Sumulong, 2021; Surendra et al., 2021). We
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therefore believe that our calculations of socio-economic costs may be conservative estimates of the true costs. It is

straightforward to adjust our findings in the light of new and improved evidence on monetary valuations.

For the evaluation of the cost of economic loss, we assumed that the size of the GVA shortfall has no effect on

long-term growth (i.e. the extent of persistent damage): we assumed that the IMF-estimated GDP path would be

rejoined in the year 2026. This assumption will be more plausible for small losses than for large ones, and for large,

slow-growing economies than for fast-growing emerging economies (Slater, 2020; Barrett et al., 2021). As more

evidence on economic impacts becomes available, these can readily be incorporated into our model.

We have used a deterministic model for the epidemic, which does not include feedback between the epidemic and

population behaviour. The large decline in transmission observed in the months of July and August 2021 was likely

due to the high numbers of people being infected, and the population responding by taking additional precautions

(Perrotta et al., 2021), which in turn would reduce transmission. In our counterfactual simulations, we assume the

same drop in transmission, which may be unjustified for scenarios where hospital occupancy does not reach such a

high level.

We have made some crude assumptions for school opening. Assumptions around the contact rates between

school-age people, the community and the economic sectors are crude, and our findings are likely sensitive to

misspecification of contact rates. Our calibration to Indonesia was also limited by available economic data, in

particular, difficulties in measuring the economic output of the informal economy in national accounts (Alon et al.,

2020).

4.2 Policy insights

Despite the limitations, our model can be used to prepare Indonesia and other countries for the next phase of

the pandemic. It is to be expected that the question of booster vaccinations will dominate pandemic mitigation

strategies in 2022 and beyond. It is well established that both naturally acquired and vaccine-induced immunity

wane over time. Although evidence is still inconclusive regarding the rate of waning, it is relatively uncontroversial

that it is to be measured in months rather than years. Moreover, many LMICs have insufficient coverage of 1st

and 2nd dose vaccinations, and relied heavily on vaccines with a less favourable vaccine protection profile, such as

Sinovac. Finally, the constant threat of variants emerging, such as the most recent Omicron variant, erodes further

the vaccine protection achieved so far against infection, onward transmission, severe disease and deaths.

This means that smart mitigation strategies that combine pharmaceutical and non-pharmaceutical interventions

will preoccupy public health policy making for the foreseeable future. Optimisation approaches such as the one

used here provide actionable quantitative evidence to policy makers. They are a tool for evaluating the scope for

benefits (and costs!) yielded by different policy options, and they can measure the impact of incremental policy

changes holding other factors unaltered. Optimisation approaches allow policy makers to adopt an encompassing

perspective on a decision problem that acknowledges that global objectives, constraints and guidelines have to be

combined to take decisions. We have combined three global objectives that stand in conflict with each other during

pandemic mitigation, and converted them into the same metric. While this is associated with obvious limitations, it

has the great advantage that it simplifies the complex decision problem. Identifying optimal configurations under

uncertainty allows us to evaluate the benefit of vaccination rollout strategies by comparing the smallest expected

costs for each. The evaluation rests on the values given to years of life and years of education; therefore, the saving

DOI: https://doi.org/10.25561/93573 21 of 53



14 February 2022 Imperial College COVID-19 response team

can be translated back into these terms.

Our modelling approach is designed to help decision makers around the world to make informed decisions on

complex combination mitigation strategies, and equip them with the tools that help them to minimise deaths, and

the economic and social costs of the pandemic.
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7 Supplementary material

A Summary of inputs

A.1 Population

Population counts from OECD are collapsed into four age groups (Table 6). The working-age population is split into

those working and those not. Here, 22.7 % of the working-age population are modelled as not part of the workforce.

Table 6: Population numbers

Group Population

0 to 4 22,002,900

5 to 19 66,580,900

20 to 64, economically inactive 34,668,600

65 to 120 14,503,100

20 to 64, economically active 152,501,300

We take remaining life expectancies from the GBD Study for the year 2019 (IHME, 2020; http://ghdx.healthdata.org/

gbd-results-tool). We map the remaining life expectancy 𝑙𝑎 for these age groups 𝑎 to 𝑙𝑔 for the model groups 𝑔 as a

population-weighted average:

𝑙𝑔 =
∑𝑎∈𝑔 𝑁𝑎𝑙𝑎
∑𝑎∈𝑔 𝑁𝑎

.

A.2 The economy

Table 7 summarises the inputs for the 36 ISIC (Rev 4) Sectors for Indonesia. “Workforce” (from Trade In Employment,

OECD 2015) and “GVA” (gross value added per month, from OECD, 2015) are specific to Indonesia. We assume the

workforce includes those in informal employment, as informal employment was estimated at around 45% in 2014

(OECD). Values shown for the percentage able to work from home are mapped from values derived for Sri Lanka’s

35 sectors (unpublished work) onto Indonesia’s 36 sectors. Similarly, contact rates B and C are extrapolated from

Béraud et al. (2015) assuming the UK distribution of workforce across sectors in mapping from 64 to 36.

Table 7: Summary statistics by sector

Sector Workforce GVA

per

month

Percent

of staff

who can

work from

home

Within-

sector

contacts

Worker-

consumer

contacts

Minimum

opening, %

D01T03: Agriculture, forestry and fishing 38,936,600 9,601 0.1 0.5 0.0 100
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D05T06: Mining and extraction of energy producing

products

736,200 3,792 0.5 3.5 0.5 64

D07T08: Mining and quarrying of non-energy producing

products

331,700 1,296 0.5 3.5 0.5 100

D09: Mining support service activities 297,100 353 0.5 3.5 0.5 92

D10T12: Food products, beverages and tobacco 3,891,300 4,664 7.9 3.5 0.5 100

D13T15: Textiles, wearing apparel, leather and related

products

4,653,100 1,054 2.0 3.5 0.5 36

D16: Wood and products of wood and cork 748,200 481 0.4 3.5 0.5 80

D17T18: Paper products and printing 577,900 542 8.0 3.5 0.5 96

D19: Coke and refined petroleum products 22,400 1,977 0.0 3.5 0.5 60

D20T21: Chemicals and pharmaceutical products 775,600 1,295 3.7 3.5 0.5 100

D22: Rubber and plastic products 1,364,300 530 7.7 3.5 0.5 80

D23: Other non-metallic mineral products 573,800 515 5.8 3.5 0.5 60

D24: Basic metals 212,000 556 0.4 3.5 0.5 100

D25: Fabricated metal products 480,600 425 0.4 3.5 0.5 72

D26: Computer, electronic and optical products 475,100 701 13.0 3.5 0.5 72

D27: Electrical equipment 320,300 274 13.0 3.5 0.5 72

D28: Machinery and equipment, nec 217,300 230 7.5 3.5 0.5 68

D29: Motor vehicles, trailers and semi-trailers 454,200 1,311 3.4 3.5 0.5 12

D30: Other transport equipment 317,200 50 3.4 3.5 0.5 12

D31T33: Other manufacturing; repair and installation of

machinery and equipment

1,068,000 239 2.3 3.5 0.5 88

D35T39: Electricity, gas, water supply, sewerage, waste

and remediation services

490,900 1,017 7.0 3.5 0.5 88

D41T43: Construction 7,961,200 7,264 5.4 1.0 1.0 84

D45T47: Wholesale and retail trade; repair of motor

vehicles

21,955,100 9,475 6.7 0.8 15.0 84

D49T53: Transportation and storage 4,622,700 3,574 8.1 0.8 15.0 16
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D55T56: Accommodation and food services 5,166,900 2,108 3.3 0.8 15.0 48

D58T60: Publishing, audiovisual and broadcasting activ-

ities

157,300 481 37.3 2.0 2.0 100

D61: Telecommunications 343,200 1,838 37.3 2.0 2.0 100

D62T63: IT and other information services 74,400 187 22.1 2.0 2.0 100

D64T66: Financial and insurance activities 1,735,700 2,870 38.0 3.8 6.5 100

D68: Real estate activities 292,200 2,022 3.6 3.8 6.5 100

D69T82: Other business sector services 1,467,500 1,174 22.1 2.0 3.0 72

D84: Public admin. and defence; compulsory social se-

curity

4,034,000 2,779 15.9 0.0 30.0 96

D85: Education 5,748,700 2,395 25.7 0.0 30.0 10

D86T88: Human health and social work 1,505,500 759 4.3 0.0 30.0 100

D90T96: Arts, entertainment, recreation and other ser-

vice activities

5,151,500 1,534 13.4 1.5 1.0 76

D97T98: Private households with employed persons 673,000 116 3.5 1.5 1.0 76

Quarterly values of GVA per sector curated and published by the national bank (https://www.bps.go.id/indicator/

11/65/1/-2010-version-gdp-at-2010-version.html) are extrapolated to monthly values using Google mobility data

(https://www.google.com/covid19/mobility/) for the period covering the pandemic to the end of August 2021.

These values represent the extent to which was each sector open in each month, expressed as a percentage of its

maximum opening, where the maximum corresponds to their output in 2019 (Figure 5). For schools, which closed in

March 2020 and had not re-opened as of August 2021, we set a value of 0.55 for March 2020 and 0.1 for all months

from April 2020 onward for the epidemiological model (Purnamasari and Ali, 2021).

We assume a nonlinear relationship between sector output and sector workforce. Specifically, we assume that

a Cobb-Douglas function describes the change in output as a function of the change in labour (here, number of

person–hours of labour). In using the Cobb-Douglas function, we are assuming constant returns to scale (Cobb

and Douglas, 1928; Feenstra et al., 2015), and that capital compensates perfectly for labour shortage (K. J. Arrow,

H. B. Chenery and Solow, 1961). To parametrise the model, we assume that output elasticity of labour can be

approximated by the labour share of GDP, as in Inklaar and Timmer (2013). For this value (𝛼), we use the the labour
share of productivity for the year 2019 (Feenstra et al., 2015). For scenario modelling, we assume that capital and

total-factor productivity do not change. Substitution by capital allows for sub-linear scaling between sector output

and workforce, e.g. less than half the workforce can produce half the sector’s outputs. We apply the same 𝛼 value to

all sectors. I.e., if the 𝑖th sector’s output was valued at 𝑥𝑖,𝜏 for month 𝜏, we expect that the attending workforce was
𝑤𝑖,𝜏 = 𝑥1/𝛼

𝑖,𝜏 . We use the set {𝑥𝑖,𝜏} for the computation of the sector’s contribution to the economy, and both sets

{𝑥𝑖,𝜏} and {𝑤𝑖,𝜏} for the sector’s interactions with other groups in the epidemiological model. For the education
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Figure 5: Estimated 𝑥−33,𝜏 for the period January 2020 to August 2021.
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sector, we set 𝑤33,𝜏 = 𝑥33,𝜏, to model a change in location (remote learning) rather than a change in productivity.

A.3 Epidemiological data

A.3.1 Hospitalisations and deaths

To fit the model, we use publicly available hospital occupancy and deaths data (https://vaksin.kemkes.go.id/#/

scprovinsi).

A.3.2 Variants

From the GISAID database (Shu and McCauley, 2017), we see that the surge in cases in May to August consisted

primarily of the Delta variant (B.1.617.2) and that the Alpha variant (B.1.1.7) was not the predominant strain before

(Figure 6).
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Figure 6: Lineage proportions over time.

In the model, we fit the transmission advantage and increased rates of hospitalisation and death given hospitalisation

associated with the Delta variant relative to the background using a linear interpolation from 0% to 100%.

A.3.3 Vaccinations

We model vaccine administration using a series of average rates. We define each month to be a distinct time period

and compute the average rate for each, using data from https://vaksin.kemkes.go.id/#/vaccines (Figure 7).

We count second vaccines doses, most of which have been Sinovac up to now, and Moderna booster shots, which

were administered recently to health workers.

We use the values given in Table 8 to model vaccine effects.
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Figure 7: Vaccine administration over time.

A.3.4 Other parameters

Parameters for the model are given in Table 9, where the value “Parameters” corresponds to the label in the code

(Haw et al., 2020). Contact scalars are summaries of the country-specific contact matrices for the relevant age groups

and locations, from Prem et al. (2017). E.g. for contact matrix 𝐴 (contacts between age groups in community settings

(Haw et al., 2020)), populations 𝑁 and ages 𝑖 and 𝑗:

schoolA2 =
∑4

𝑖=2 𝑁𝑖 ∑4
𝑗=2 𝐴𝑖𝑗

∑4
𝑖=2 𝑁𝑖

.

Table 9: Fixed parameters

Parameter Value Description Source

schoolA1 0.32 Contact scalar for 0-4 Prem et al. (2017)

schoolA2 7.21 Contact scalar for 5-19 Prem et al. (2017)

travelA3 4.17 Contact scalar for work travel Prem et al. (2017)

hospA2 0.50 Hospitality engagement scalar for age group 2 Béraud et al. (2015)

hospA3 1.00 Hospitality engagement scalar for age group 3 Béraud et al. (2015)

hospA4 1.50 Hospitality engagement scalar for age group 4 Béraud et al. (2015)

comm 3.14 Contact scalar for the community Prem et al. (2017)
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alpha 0.46 Workforce elasticity Feenstra et al. (2015)

Thd 15.87 Expected time to death in hospital Djaafara et al. (2021)

Threc 15.87 Expected time to recovery in hospital Djaafara et al. (2021)

Hmax 90000.00 Hospital threshold for higher hospital fatality rate Model choice

Delta_start 2021-04-29 Time at which Delta-variant sweep begins Shu and McCauley (2017)

Delta_end 2021-06-28 Time at which Delta-variant sweep ends Shu and McCauley (2017)

red 0.58 Reduced infectiousness for asymptomatic infectious Byambasuren et al. (2020)

Text 4.60 Incubation period Knock et al. (2021)

p1 0.60 Probability to be symptomatic Knock et al. (2021)

Tsh 4.50 Expected time to hospital for symptomatic infection Knock et al. (2021)

Ts 4.00 Expected time to recovery for symptomatic infection Knock et al. (2021)

Ta 2.10 Expected time to recovery from asymptomatic infection Knock et al. (2021)

Ti 365.00 Expected time to loss of infection-acquired immunity Knock et al. (2021)

p3 0.10 Proportion of asymptomatic person-days spent self-isolating Model choice

p4 0.50 Proportion of symptomatic person-days spent self-isolating Model choice

Delta_rate 0.49 Relative transmission advantage of Delta variant Xia et al. (2021)

B Model description

B.1 State transitions

Possible transitions between disease states are shown in Figure 8. Transition rates are functions of time 𝑡, vaccination
status 𝑣, and group identity 𝑔 (where the groups are the 36 sectors and the four age groups).

The rate of infection of susceptible individuals, 𝑘1(𝑣, 𝑡), is defined as

𝑘0(𝑡) = (1 + 𝑝Δ(𝑡)𝛽Δ)𝜌(𝑡)𝛽 (𝐷 ⋅ 𝐼 (𝑒𝑓𝑓)) ,

𝑘1(𝑣, 𝑡) = 𝑓𝐴(𝑣, 𝜂𝐴, 𝑡)𝑘0(𝑡) (12)

with

𝐼 (𝑒𝑓𝑓) = 𝜖(1 − 𝑝3)𝐼𝐴,0 + (1 − 𝑝4)𝐼𝑆,0 + 𝑓𝑇(𝜂𝑇, 𝑡)(𝜖(1 − 𝑝3)𝐼𝐴,1 + (1 − 𝑝4)𝐼𝑆,1).

Here, 𝑓𝐴 and 𝑓𝑇 are the reduction in acquisition and infectiousness, respectively, among the vaccinated, and 𝜂𝐴 and

𝜂𝑇 are the initial vaccine effect sizes; 𝑝Δ(𝑡) is the proportion of lineages of the Delta type and 𝛽Δ its proportional

increase in transmissibility; 𝜌(𝑡) is the time-dependent modifier of the rate of infection, 𝛽; 𝐷 is the contact matrix
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Table 8: Vaccine parameters. Parameters for Acquisition, Symptomatic given infection, Hospitalisation given symptomatic,

Death given hospitalisation, and expected time to seroconversion come from Jara et al. (2022), where there are estimates both

for double-dose Sinovac effects and for Pfizer boosters to a double-dose Sinovac baseline, which we use as a proxy for Moderna

boosters. (Note that the study, using the methodology of Jara et al. (2021), found higher Pfizer effects for protection against

infection than for those against hospitalisation and death. Therefore, we set these conditional effects to zero.) The expected

lifetime for Sinovac comes from Pan et al. (2021), such that the rate of waning is its reciprocal. The expected lifetime for the

Moderna booster is our model choice. Values for Infectiousness are adapted from Eyre et al. (2022), assuming a Moderna

booster resembles the first two doses, and assuming Sinovac resembles ChAdOx1.

Parameter Sinovac Moderna booster Label

Acquisition 0.5 0.93 𝜂𝐴

Symptomatic given infection 0.08 0.26 𝜂𝑆

Infectiousness 0.24 0.5 𝜂𝑇

Hospitalisation given symptomatic 0.64 0 𝜂𝐻

Death given hospitalisation 0.22 0 𝜂𝐷

Expected lifetime 150 365 𝜂𝑊

Expected time to seroconversion 14 14 𝜂𝐶

Expected time before waning 28 60 𝜂𝑀

between groups; 𝜖 is the reduction in infectiousness from asymptomatic relative to symptomatic individuals; 𝑝3 and

𝑝4 are the proportions of asymptomatic and symptomatic infectious days, respectively, spent self isolating, and 𝐼⋅,⋅ is

the vector of number of infectious asymptomatic (𝐼𝐴,⋅) and symptomatic (𝐼𝑆,⋅) people who are unvaccinated (𝐼⋅,0),

vaccinated (𝐼⋅,1), or boosted (𝐼⋅,2).

𝑘2 = (1 − 𝑝𝑆)/𝜎

is the rate to asymptomatic infectiousness, where 𝑝𝑆 = 𝑓𝑆(𝜂𝑆, 𝑡) ̂𝑝𝑆 is the probability to become symptomatic: a

baseline probability ̂𝑝𝑆 modified by the vaccine effect 𝑓𝑆(𝜂𝑆, 𝑡), and 𝜎 is the expected duration of the latent period

before the onset of infectiousness;

𝑘3 = 1/𝛾𝐴

is the rate of recovery from asymptomatic infection;

𝑘4 = 𝑝𝑆/𝜎;

is the rate of symptom onset;

𝑘5 = (1 − 𝑝𝐻)/𝛾𝐼
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Table 10: Age-specific parameters from Knock et al. (2021)

Age group Infection-hospitalisation rate Infection-fatality rate

0 to 4 0.0300 0.0003

5 to 9 0.0026 0.0000

10 to 14 0.0008 0.0000

15 to 19 0.0004 0.0000

20 to 24 0.0008 0.0000

25 to 29 0.0026 0.0000

30 to 34 0.0040 0.0001

35 to 39 0.0063 0.0001

40 to 44 0.0120 0.0003

45 to 49 0.0190 0.0007

50 to 54 0.0230 0.0012

55 to 59 0.0400 0.0028

60 to 64 0.0960 0.0087

65 to 69 0.1000 0.0121

70 to 74 0.2400 0.0351

75 to 79 0.5000 0.0843

80 to 120 0.5000 0.0970

is the rate of recovery from symptomatic infection, where 𝑝𝐻 is the probability to be hospitalised, and 𝛾𝐼 = 𝑝𝐻𝛾𝐻 +
(1 − 𝑝𝐻)𝛾𝑅 is the expected time to be in compartment 𝐼𝑆: 𝛾𝐻 is the expected duration before hospitalisation and

𝛾𝑅 is the expected duration before recovery.

𝑝𝐻 = (1 + 𝑝ΔℎΔ)𝑓𝐻(𝜂𝐻, 𝑡) ̂𝑝𝐻

is the baseline probability to be hospitalised ( ̂𝑝𝐻) adjusted by the vaccine effect protecting against hospitalisation

(𝑓𝐻(𝜂𝐻, 𝑡)) and scaled up by the proportion of lineages that are type Delta, 𝑝Δ, assuming that the Delta variant has

hospitalisation rate ℎΔ higher. Then

𝑘6 = 𝑝𝐻/𝛾𝐼

is the rate of hospitalisation following symptomatic infection.
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Figure 8: Disease state transitions

𝑘7 = (1 − 𝑝𝐷)/𝜆𝐻

is the rate of recovery of hospitalised patients, where 𝑝𝐷 is the probability to die given hospitalisation, and 𝜆𝐻 =
𝑝𝐷𝜆𝐷 + (1 − 𝑝𝐷)𝜆𝑅 is the expected time to be in compartment 𝐻: 𝜆𝐷 is the expected duration before death

and 𝜆𝑅 is the expected duration before recovery (Djaafara et al., 2021).

𝑝𝐷 = 𝑓𝐷(𝜂𝐷, 𝑡) ̂𝑝𝐷

is the baseline probability to die ( ̂𝑝𝐷), adjusted by the vaccine effect protecting against death (𝑓𝐷(𝜂𝐷, 𝑡)). Finally,

𝑘8 = (1 + 𝑝Δ𝜇Δ)(1 + 𝜃(𝐻(𝑡 − 21)))𝑝𝐷/𝜆𝐻

is the rate of death following hospitalisation, which is the initial rate 𝑝𝐷/𝜆𝐻, which corresponds to the rate of

recovery, scaled up by the proportion of lineages that are type Delta, 𝑝Δ, assuming that the Delta variant has fatality

rate 𝜇Δ higher, and scaled further by a function 𝜃 of total hospital occupancy 21 days prior.

Note that, as we do not know from whom the sequenced viruses were taken and subsequently assigned lineages

(whether infectious or hospitalised), we use the same fraction 𝑝Δ for time 𝑡 for all rates that are affected: rate of
infection, rate of hospitalisation, and rate of death.

Changing the “rate of death” here without changing the “rate of recovery” changes the actual probability of death

together with the expected duration in hospital. We explore the relationship between relative rate, probability

and duration in Figure 9. This we present for context but note that the values are neither computed nor used. The

adjustment to the rate would also be consistent with hospital duration shortening among those who die and staying

the same among those who survive, for example. The only consequence of importance for understanding the model

is that, given our mechanism for adjusting the rate of death, the expected duration of stay in hospital decreases

when the rate of death increases.
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Figure 9: Probability of death as a function of rate of death, where the initial probability is 0.1,…,0.5. We compute the actual

probability to die as 𝑘8/(𝑘7 + 𝑘8), which depends on 𝑝𝐷 and the amount by which the rate 𝑘8 is increased from its baseline,

(1 + 𝑝Δ𝜇Δ) ⋅ (1 + 𝜃(𝐻(𝑡 − 21))) (the “relative rate”). We can compute the corresponding expected time to be in hospital if

we assume the durations are the same for those who recover and those who die.

B.1.1 Vaccination state transitions

Recently, booster shots have been administered in Indonesia to health workers. The vaccine used is Moderna,

administered to health care workers who have had two Sinovac doses already. In our model, 𝑣 = 0 refers to

unvaccinated people, 𝑣 = 1 to people who have received two doses of Sinovac, and 𝑣 = 2 to people who have

received two doses of Sinovac and a Moderna booster. How we model transitions between vaccination states and

from recovery to susceptible is shown in Figure 10.

𝑘9 and 𝑘15 represent the rates of vaccination of unvaccinated susceptible and recovered people, and 𝑘16 and 𝑘17
represent the rates of boosting of vaccinated susceptible and recovered people. 𝑘13, 𝑘14 and 𝑘18 represent the

rates of recovered people returning to susceptibility. 𝑘10 is the rate of seroconversion to vaccine-induced immunity,

and 𝑘12(𝑡) = 𝑘1(0, 𝑡) is the rate of infection of just-vaccinated people, which returns them to the unvaccinated

epidemiological pathway.

B.2 Contact rates

As in the Daedalus model of Haw et al. (2020), the economic configuration is manifest in the epidemiological model

via changes of compartment membership, and scaling of contact rates. In the original presentation of the model,

the set {𝑥𝑖,𝜏} (i.e. the sector opening) is used as the model input, and the set {𝑤𝑖,𝜏} (i.e. the workforce present

assuming a nonlinear production function) is used a replacement model input for a sensitivity analysis. Here, we use

both sets as inputs to the epidemiological model, where 𝑤𝑖,𝜏 determines movement of workers and contacts to

workers. Meanwhile, 𝑥𝑖,𝜏 scales contacts between consumers and workers, and 𝑥2
𝑖,𝜏 scales contacts between school

students, and between consumers in commercial settings.
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Figure 10: Vaccination state transitions

B.3 Vaccine waning

We model vaccine effect waning for people in compartment 𝑆𝑔,𝑣, i.e. susceptible people in group 𝑔 who have

received two doses of Sinovac or a booster, so 𝑣 = 1, 2. To capture the effect of waning for each population, we

model the time-dependent amount of remaining vaccine effect among the group, 𝑉, which scales the effect of the
vaccine. For simplicity, for the remainder of this section we omit the index 𝑔 from 𝑆𝑔,𝑣, and what follows applies to

each group independently. We illustrate for vaccine 𝑣 = 1 but the same is applied to 𝑣 = 2.

B.3.1 Population average vaccine effect

Suppose each individual 𝑗 has a remaining relative vaccine effect 0 ≤ 𝜙𝑗,𝑡 ≤ 1 at time 𝑡. 𝜙𝑗,𝑡 begins at 1 after a

person is vaccinated and wanes to 0 over time. The total effect for the group at time 𝑡 is

𝑉 (𝑡) =
𝑆𝑣=1

∑
𝑗=1

𝜙𝑗,𝑡.

B.3.2 Dynamics of the population average vaccine effect

The dynamics of 𝑉 (𝑡) are determined by the vaccination schedule, vaccine waning, the booster schedule, infection

events, and waning of natural immunity that returns recovered people to susceptibility. To allow for a period of

maximum immunity before waning occurs, we split 𝑉 (𝑡) into two parts: 𝑉 (𝑡) = 𝑉1(𝑡) + 𝑉2(𝑡). 𝑉1(𝑡) matures to

𝑉2(𝑡) and does not wane; 𝑉2(𝑡) wanes at a constant rate, corresponding to exponential decay.

All transitions determining the vaccine amount are shown in Figure 11. 𝑘21 is the rate of maturation from full

vaccine effect to waning vaccine effect. 𝑘11 = 1/𝜂𝑊 is the rate of waning of the effect once it starts to wane. The

susceptible population is similarly split into 𝑆𝑣=1 = 𝑆(1)
𝑣=1 + 𝑆(2)

𝑣=1. Their rates of infection are 𝑘19 and 𝑘20.
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Figure 11: Dynamics of waning shown for vaccinations corresponding to 𝑣 = 1. There is an analogous set of dynamics for

𝑣 = 2, but without transitions corresponding to 𝑘14 and 𝑘16.

B.3.3 Rates of infection

As 𝑆(1)
𝑣=1 people have full vaccine effect, 𝑆(1)

𝑣=1 = 𝑉1, and 𝑆(2)
𝑣=1 = 𝑆𝑣=1 − 𝑆(1)

𝑣=1 people have average relative

vaccine effect

̂𝜙𝑡 = 𝑉2(𝑡)
𝑆(2)

𝑣=1

.

̂𝜙𝑡 is the average residual vaccine effect for the group at time 𝑡, and scales the vaccine effect down from its maximum

value (its effect in a group in whom no waning has occurred).

The value ̂𝜙𝑡 determines the rate of infection. Recall from Equation (12) that the rate of acquisition of infection

depends on the vaccine status 𝑣 and the protective vaccine effect against acquisition 𝜂𝐴 via function 𝑓𝐴. We define

𝑓𝐴(𝑣, 𝜂𝐴, 𝑡) =
⎧{
⎨{⎩

1 𝑣 = 0

1 − 𝑞1𝜂𝐴,𝑣 − 𝑞2
̂𝜙𝑡𝜂𝐴,𝑣 𝑣 > 0

where 𝜂𝐴,1 and 𝜂𝐴,2 are the maximum protective vaccine effects against acquisition for the initial double dose and

the booster shot, respectively. The value for status 𝑣 is the weighted sum of people with relative vaccine effect 1 and

with relative vaccine effect ̂𝜙𝑡. For the whole 𝑆𝑣=1 group, there are 𝑆(1)
𝑣=1 with full effect and 𝑆(2)

𝑣=1 with average

effect ̂𝜙𝑡, so 𝑞𝑛 = 𝑆(𝑛)
𝑣=1/𝑆𝑣=1 for 𝑛 = 1, 2.

B.3.4 Who gets infected

For the part of group 𝑆𝑣=1 with full vaccine effect (𝑆(1)
𝑣=1), with reference to Figure 11, we have 𝑘19 = (1 −

𝜂𝐴,1)𝑘0(𝑡), so that the flux out of 𝑉1 is equal to the flux out of 𝑆(1)
𝑣=1: for every person who is infected, one quantity

of vaccine effect is lost from the pool.

The flux out of 𝑉2 represents how much of the 𝑆(2)
𝑣=1 group’s vaccine effect leaves with each infection. We should

expect this to be less than the average effect per person, as people with more waned immunity are more likely to be

infected. We write it as

𝑘20 = 𝐹𝐼,𝑡
̂𝜙𝑡(1 − ̂𝜙𝑡𝜂𝐴,1)𝑘0(𝑡),

with 0 ≤ 𝐹𝐼,𝑡 ≤ 1 representing the average vaccine effect among those who are infected at time 𝑡 relative to the
average in the group. We pre-calculate 𝐹𝐼,𝑡 based on the vaccine rollout strategy, the time to develop immunity, the

time to begin waning, and the rate of waning.
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B.3.4.1 Distribution of 𝜙 over time For this derivation, we return to consideration of a population of people with

unique vaccine effects 𝜙𝑗,𝑡 for individuals 𝑗 and days 𝑡. We describe the distribution of values over the population at

time 𝑡 as 𝑝𝜙(𝜙, 𝑡).

The time of maturation to waning effect for each person, 𝑡𝑀, uniquely defines their remaining vaccine effect at time

𝑡: 𝜙 = exp (−(𝑡 − 𝑡𝑀)𝑘11). Then the probability to have value 𝜙 on day 𝑡 is the probability to have matured on

day 𝑡𝑀:

𝑝𝜙(𝜙, 𝑡) = 𝑝𝑀(𝑡𝑀) = 𝑝𝑀(𝑡 + log(𝜙)/𝑘11).

The probability to have matured on day 𝑡𝑀 is the probability to have been vaccinated on day 𝑡𝑉 and to have taken

𝑡𝑀 − 𝑡𝑉 days to seroconvert and mature. The former is given by 𝑝𝑉(𝑡𝑉), which is the probability that a person was

vaccinated on day 𝑡𝑉 (i.e. 𝑡 − 𝑡𝑉 days ago), and is defined by the vaccination rollout schedule. The latter is described

by a two-parameter hypoexponential distribution:

𝑝𝑀𝐶(𝑡) = 𝑘21𝑘10
𝑘21 − 𝑘10

(exp (−𝑘10𝑡) − exp (−𝑘21𝑡)) .

Then

𝑝𝑀(𝑡𝑀) ∝
𝑡𝑀

∑
𝑡𝑉=0

𝑝𝑉(𝑡𝑉|𝑡𝑉 < 𝑡𝑀)𝑝𝑀𝐶(𝑡𝑀 − 𝑡𝑉).

B.3.4.2 Distribution of 𝜙 given infection From our estimate of the distribution of relative vaccine effect among

the waning, susceptible population, we want to extract the distribution of those who would likely be infected.

Suppose there is one infection among 𝑆(2)
𝑣=1 at time 𝑡, and let 𝜂𝐴 be the initial vaccine effect for protection against

infection. The probability the person who was infected has relative vaccine effect 𝜙 is

𝑝𝐼(𝜙, 𝑡) =
𝑝𝜙(𝜙, 𝑡)(1 − 𝜙𝜂𝐴)

∫1
0

𝑝𝜙(𝜙, 𝑡)(1 − 𝜙𝜂𝐴)𝑑𝜙
. (13)

Then 𝑓𝐼(𝜙, 𝑡) is the expectation of 𝑝𝐼(𝜙, 𝑡) over 𝜙:

𝑓𝐼(𝜙, 𝑡) = ∫
1

0
𝑝𝐼(𝜙, 𝑡)𝜙𝑑𝜙 (14)

This corresponds to the amount that each vaccinated person with waning immunity “carries out” when they leave

the susceptible, vaccinated compartment.

B.3.4.3 Implementation We compute 𝑓𝐼(𝜙, 𝑡)with consideration of a number of transitions affecting the waning

vaccine effect, but without consideration of infection events, the return of recovered vaccinated people to suscept-

ibility, administration of booster doses, and delivery of second-dose vaccine to recovered rather than susceptible

people. This will lead to a discrepancy between the expectation, ̂𝜙(𝑡), given the distribution over 𝜙 we pre-compute,

and the “true” distribution in the dynamic model that underlies the model average, ̂𝜙𝑡. For this reason we use a

fixed input

𝐹𝐼,𝑡 = 𝑓𝐼(𝜙, 𝑡)
̂𝜙(𝑡)

which scales the model average value ̂𝜙𝑡 to give us the expected average effect among those who are infected.
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B.3.5 Summary of rate equations

In summary, the rate equations for 𝑆𝑣=1, 𝑉1 and 𝑉2 are:

𝑑𝑆𝑣=1
𝑑𝑡

= 𝑘10𝑆0→1 − 𝑘1(1, 𝑡)𝑆𝑣=1 + 𝑘14𝑅𝑣=1 − 𝑘16𝑆𝑣=1,

𝑑𝑉1
𝑑𝑡

= 𝑘10𝑆0→1 − 𝑘21𝑉1 − 𝑘19𝑆(1)
𝑣=1,

𝑑𝑉2
𝑑𝑡

= 𝑘21𝑉1 − 𝑘11𝑉2 − 𝑘20𝑆(2)
𝑣=1 + ̂𝜙𝑘14𝑅𝑣=1 − ̂𝜙𝑘16𝑉2.

The resulting average relative effect for each demographic group is shown in Figure 12.

Figure 12: The residual vaccine effect over time for the Sinovac double dose and the Moderna booster for all demographic

groups, with adolescents, health workers and those aged over 64 shown in bold. The vertical lines indicate the beginning of the

projection period, where both vaccines are rolled out. The projections correspond to Scenario 3, where 80% booster coverage

is achieved in all three groups by the end of the period.

B.3.6 Other vaccine effects

For the other vaccine effects, including reduced infectiousness, reduced probability to be symptomatic, reduced

probability to require hospitalisation given symptoms, and reduced probability to die given requiring hospitalisation,

we use the waned vaccine effect from 21 days prior. This relies on two approximations: (1) that the past effect reflects

the population-average vaccine effect when the pathway was entered, and (2) the average vaccine effect remains

unchanged as individuals progress through the disease pathway. For example, defining 𝐹(𝑡) = 𝐹1(𝑡) + 𝐹2(𝑡), and
𝐹1(𝑡) = 𝑘19𝑆(1)

𝑣=1(𝑡) and 𝐹2(𝑡) = 𝑘20𝑆(2)
𝑣=1(𝑡) as the fluxes out of the 𝑆𝑣=1 compartment at time 𝑡, we can write

the vaccine effect on the probability to be symptomatic at time 𝑡 as depending on the mix of vaccine states among

those who became infected 𝑡𝑆 days earlier:

𝐹𝑆,𝑡 = 𝐹1(𝑡 − 𝑡𝑆)
𝐹(𝑡 − 𝑡𝑆)

+ 𝐹2(𝑡 − 𝑡𝑆)
𝐹(𝑡 − 𝑡𝑆)

̂𝜙𝑡−𝑡𝑆
,

and 𝑓𝑆(𝜂𝑆, 𝑡) = 1 − 𝐹𝑆,𝑡𝜂𝑆.

B.4 Hospital case fatality rate

Hospital case-fatality rate lags behind hospital occupancy by several weeks. This is likely due to hospital occupancy

at time of admission being a more important determinant of outcome than hospital occupancy at time of death (or

time of reporting of death).
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Figure 13: Hospital occupancy and deaths over time. Horizontal lines indicate 𝐻𝑚𝑖𝑛 and 𝐻𝑚𝑎𝑥.

We model deaths as depending on hospital occupancy. Deaths occur at a constant rate for hospital occupancy <

𝐻𝑚𝑖𝑛, where 𝐻𝑚𝑖𝑛=37,100. Where occupancy exceeds 𝐻𝑚𝑖𝑛, the rate of death increases linearly. The amount

the rate increases from hospital occupancy of 𝐻𝑚𝑖𝑛 to 𝐻𝑚𝑎𝑥, denoted 𝜃0 and referred to as the HCFR surge rate, is

learnt from the data:

𝜃(𝐻(𝑡 − 21)) =
⎧{
⎨{⎩

1 ∑ 𝐻(𝑡 − 21) < 𝐻𝑚𝑖𝑛

1 + 𝜃0
∑ 𝐻(𝑡−21)−𝐻𝑚𝑖𝑛

𝐻𝑚𝑎𝑥−𝐻𝑚𝑖𝑛
∑ 𝐻(𝑡 − 21) > 𝐻𝑚𝑖𝑛

We fit the model to these data using a delay of 21 days for the surge rate. To account for the increased CFR for the

Delta variant, we fit a parameter to allow an increase to the fatality rate of hospitalised patients over the period of

its growth.

C Fitting to data

Hospital occupancy data and death data (https://vaksin.kemkes.go.id/#/scprovinsi) are used to fit model parameters

𝑅0, seed time, the hospital case fatality rate as hospital occupancy exceeds capacity (Table 11), and a 13-component

time-varying modifier to transmission rate (Figure 14), which reflects changes in behaviour (or other factors) that

affect transmission and are not captured by other model inputs (such as vaccinations and sector closures). All

epidemic simulations use Matlab’s delay differential equation solver dde23, and the parameters are fit using the

optimisation function lsqcurvefit. Resulting fits are shown in Figure 15.

DOI: https://doi.org/10.25561/93573 43 of 53

https://vaksin.kemkes.go.id/#/scprovinsi


14 February 2022 Imperial College COVID-19 response team

0.4

0.6

0.8

Jan 20

Feb 20

M
ar 20

Apr 20

M
ay 20

Jun 20

Jul 20

Aug 20

Sep 20

Oct 20

Nov 20

Dec 20

Jan 21

Feb 21

M
ar 21

Apr 21

M
ay 21

Jun 21

Jul 21

Aug 21

Tr
an

sm
is

si
on

 m
od

ifi
er

Figure 14: Modifier component of model that captures changing in transmission not attributable to business or school closures.

Figure 15: Data (blue) and model fit (red) for hospitalisations (left) and cumulative deaths (right) over time.
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Table 11: Parameters fit to data. Inferred values for 𝐻min and Hospital surge HFR imply that when hospital capacity goes from

37,100 to 90,000, the hospital case fatality rate increases by a factor of 3.3.

Parameter Value

seed -65.0

𝑅0 2.9

Hospital surge HFR 3.3

Delta HFR 0.7

𝐻min 37,100

Delta HR 1.9
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D Supplementary results

D.1 Optimising for a short time horizon

The Daedalus model is appropriate for short-term forecasting only, due to the uncertainty in how transmission will

evolve. Policy decisions should be reviewed as data accumulate. However, optimising over a short time period leads

to solutions that are sub-optimal in the longer term. In Figure 16 we explore the relationship between duration and

solution.

The optimal short-term decision (i.e. the one that minimises the expected socio-economic costs under uncertainty

for 2 months) is to have schools open 90% and sectors with a relative closure of 0.5. Given this configuration, the

expected values for the number of deaths and the maximum hospital occupancy at the end of the period are high.

Because the time horizon is short, much of the cost of the configuration choice is not realised until after the two

months have passed. Indeed, the shorter the time period, the higher the hospital occupancy at the end of the

period (up to a point). It is therefore worth considering longer time horizons, even if the objective is only to choose a

configuration for two months.

Figure 16: The optimal solution found depends on the duration of the period under consideration. Here we show optimal

configurations (right) and epidemic trends (left) when the decision horizon is 2, 4, 6, ..., 12 months long. We choose from a

decision space consisting of any combination of ten levels of school opening and nine levels of economic closure, where a

relative closure of 1 corresponds to the configuration observed in April 2021, and we use Valuation 2 from Table 2 to define the

socio-economic costs. We assume that Sinovac rollout continues for all people age five and older, and that there are no booster

doses. The transmission modifier is constant and set to 0.55.
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D.2 Booster rollout with different valuations
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Table 12: Optimal pandemic mitigation configuration for three vaccine booster rollout scenarios, assuming alternative valuations

for a year of life and a year of education.

First four months At ten months

Scenario One-year

target

coverage,

%

Doses

(millions)

School

opening,

%

Sector

closure

School

opening,

%

Sector

closure

VSY: $15,000. VLY: $42,000

Scenario 1 0 0 40 3 60 3.3

Scenario 2 40 93.5 50 2.5 80 0.75

Scenario 3 80 187 50 2 100 0

VSY: $34,000. VLY: $42,000

Scenario 1 0 0 50 3.5 70 3.85

Scenario 2 40 93.5 60 3.25 100 2.275

Scenario 3 80 187 60 2.5 100 0

VSY: $34,000. VLY: $80,000

Scenario 1 0 0 50 3.75 60 3.75

Scenario 2 40 93.5 50 3 90 1.8

Scenario 3 80 187 60 3.25 100 0

The One-year target coverage is the percentage of adolescents, adults, and

those over 65 given a booster dose by the end of the twelve-month period,

and Doses is the total number of Moderna doses administered. These define

the scenarios. School opening and sector closure are constant for the first four

months, change linearly for the next six months, and are constant again for the

final three months. Configurations are chosen to minimise socio-economic costs

given the valuations under uncertain epidemic transmission.
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Table 13: Benefit per dose for different valuations and vaccine coverages.

Benefit per dose ($)

Value of school year ($) Value of life year ($) 40% coverage 80% coverage

15,000 42,000 2,200 (1,200-3,300) 2,000 (1,400-3,100)

15,000 80,000 2,500 (1,700-3,400) 2,000 (1,400-3,400)

34,000 42,000 3,600 (2,400-5,400) 3,000 (2,300-4,500)

34,000 80,000 4,200 (3,400-6,600) 3,300 (2,600-5,200)
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D.3 Relevance in current circumstances: Omicron

In order to contextualise these results in the current moment of the pandemic, which is dominated by the Omicron

variant in early 2022, we estimate what the costs would have been had Omicron been the predominant variant

throughout the projection horizon. We re-run the same simulations and identify optimal decisions anew, assuming

that the relative vaccine effect in preventing infection for the booster is 0.76 and for Sinovac is 0 (Andrews et al.,

2021), the relative hospitalisation rate is 0.3, the relative hospital-fatality rate is 0.67 (Ferguson, Ghani, Hinsley and

Volz, 2021), and the relative vaccine effects protecting against hospitalisation and hospital fatality are 0.5 and 0.6,

respectively (Ferguson, Ghani, Cori, Hogan, Hinsley and Volz, 2021).

For the three scenarios, we find expected costs that are similar relative to the costs calculated for the respective main

scenarios that assume the rates of hospitalisation and death and vaccine effects do not change, as presented in Table

5. The expected socio-economic costs relative to those reported in Table 5 are 98%, 104%, and 98%, respectively, for

the three scenarios. That is, there is no systematic difference in the absolute value of the expected costs, nor in the

expected costs relative to each other across scenarios. Therefore we have no reason to expect costs estimated in

2022 to be systematically different from those already estimated for the circumstances and time horizon beginning

in September 2021 as a result of changes in the predominant variant, given the profile of viral effects we assume for

each case.

Optimal configurations in these hypothetical scenarios require less stringent closures of business and school initially,

but slower gradual opening. This is due to the expected nature of the variant having less severe outcomes but also

being less responsive to vaccines.

Based on these results, we tentatively suggest that if we were to re-compute costs for a time horizon starting in

2022, we would not expect costs (or savings) to be systematically different because of the Omicron variant. However,

this assumes all else is equal. In practice, computed costs may differ for reasons other than the characteristics of

the predominant variant, such as progress since made in vaccination coverage, medical treatment, and the number

of infections incurred in the interim. We show in Section D.4 how uncertainty in the virus profile included in the

computation of the cost allows us to assess which parameter uncertainties drive uncertainty in the outcomes or, put

another way, how much the projected outcome depends on the parameter.

D.4 Sensitivity analysis: uncertain variant profiles

We present the results for our main scenarios (see Table 5) with fading vaccine effects and two additional parametric

uncertainties: the reduced vaccine effect in preventing infection, and change to hospitalisation rate (Figure 17).

The distributions represent our uncertainties about future changes to the profile of the circulating viral population

in August 2021. Our uncertainty about the change in hospitalisation rate is large: it includes what we might have

expected based on variants observed up to that point (which all showed increased severity), and also allows for the

hospitalisation rate to go down, reflecting emergence of variants causing less severe disease.

Wemodel fading vaccine protection against infection as a linear decrease over the twelve-month period for protective

effects for both Sinovac and Moderna vaccines, averaging over possible temporal population dynamics (i.e., times at

which mutations occur and time taken to dominate the population). The decrease has an uncertain slope, ending in

a final percent-reduction in the vaccine effect distributed as Beta(8,4), so that the median effect after twelve months

is 68% (95% CI 39–89%) of its initial effect, approximately corresponding to the percentage change in estimates
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of vaccine effectiveness between November 2020 and November 2021. For example, the Moderna vaccine was

estimated to have a reduction of around 80% in effectiveness against the Delta variant (Rosenberg et al., 2021).

If there are two such complete population shifts of the circulating virus in a year with compounded decreases to

vaccine effect, the result would be a decrease to 64% effectiveness (see also Figure 17 for a comparison to the

Omicron variant).

At the same time, new variants can result in different hospitalisation rates. Here, we allow for the rate of hospitalisa-

tion to change in the same way as we do the vaccine effect. We allow for it to increase to up to around 2.5 times,

and to decrease to around 0.4 times, with a final value described with a lognormal distribution with log mean -0.1

and log standard deviation 0.5.
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Figure 17: Our model of the effect of potential new variants on vaccine escape and hospitalisation rate. Values in the model are

relative to the values at the beginning of the projection horizon.

We find that if vaccine effects fade over time and vaccine-effect fading and hospitalisation rates are uncertain, the

expected benefit per vaccine dose is $2,400 for scenario 2 (95% CI 1,600–5,200) and $2,000 for scenario 3 (95% CI

1,500–3,900). Finally, we examine the relationships between the uncertain variables and the outcomes of interest

(Figure 18). The total socio-economic cost and the saving in scenario 3 compared to scenario 1 are somewhat

correlated with the uncertain transmission modifier, but not strongly with vaccine effect or hospitalisation rate, nor

with a predictor that combines the two parameters.

The intuitions visualised in Figure 18 can be quantified with metrics such as value of information (Jackson et al.,

2021), given in Table 16, which quantifies the impact of uncertainty in parameters on the uncertainty in the outcome.

The higher the value, the more predictive the parameter is of the outcome. This type of analysis allows a policy

maker to anticipate which uncertainties are most important to resolve in order to make a more accurate estimate of

the cost, and therefore a more informed decision on whether booster vaccinations are a worthwhile investment.

There is a limit to what we can learn about future transmission and future viral characteristics in order to make

these predictions more accurate, but it is important to note how the conclusions we reach are variously sensitive or

robust to these uncertainties. It provides some reassurance that the values estimated from the outlook of August

2021 are not very sensitive to the changing vaccine profile, consistent with the finding that the costs estimated

assuming Omicron-like parameters were similar to those estimated previously. Instead, the costs are most sensitive

to uncertain transmission. Modelling efforts to resolve these uncertainties would likely have most value in making

cost estimations more precise.
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Table 15: Socio-economic costs under three vaccine booster rollout scenarios, one year projection horizon, assuming an uncertain decline in

vaccine effect and an uncertain change in hospitalisation rate over time.

Scenario Person-

years of

in-school

education,

millionsa

Cost of

educa-

tion loss,

billion $b

GDP,

billion $a

GDP loss,

billion $b

YLLs,

millionsa

Cost of YLL, bil-

lion $b

Deaths, millionsa Socio-economic

costs, billion $

Scenario 1 30 369 692 (691-692) 324 (324-326) 2.6 (0.14-17) 128 (6.91-861) 0.096 (0.005-0.63) 821 (699-1,560)

Scenario 2 36 308 749 (748-749) 189 (188-190) 2.1 (0.14-13) 103 (7.02-649) 0.079 (0.005-0.49) 600 (503-1,150)

Scenario 3 45 211 772 (772-772) 147 (146-148) 1.8 (0.14-12) 93 (6.93-605) 0.071 (0.005-0.45) 451 (364-963)

Expected values with 95% confidence intervals in parentheses.

a Outputs from the epidemiological model (YLLs, Deaths) and economic model (Person-years of in-school education, GDP) for the configura-

tion

b Costed losses compared to the no-pandemic counterfactual, which contribute to the socio-economic costs

as defined in Equation 2 using Valuation 2 from Table 2

Table 16: Value of information calculated using the R voi package (Jackson et al., 2021), reported as the percentage of variance

of the outcome.

Outcome Modifiers Vaccine effect and

hospitalisation rate

Vaccine effect Hospitalisation

rate

Socio-economic cost 64 15 1 10

Saving 51 8 1 5

Figure 18: How much do the uncertain variables determine our outcomes of interest? Outcomes of interest are the total

socio-economic cost for Scenario 3, and the Saving made in Scenario 3 relative to Scenario 1. We summarise the uncertain

variables as follows: The “Prediction from modifiers” is a summary of the transmission modifiers into a single variable that best

predicts the outcome using the R package INLA. The “Prediction from drift” is a summary of the two drift parameters (vaccine

effect and hospitalisation rate) estimated in the same way. The univariate relationships for those two parameters are shown in

the final two columns.
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