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4. The model

e For simplicity, assume 7' mod 86400 = 0 and 7" mod p = 0.
Then the density of an arrival time can be decomposed as:

1. Problem

Most datasets used for cyber-security can be consid-

ered as mixtures of human and automated events. For

example, it is estimated that the proportion of auto-

mated traffic in Network Flow data is approximately f(tilz) oc falx:)® fu(y) ™

95%. For statistical purposes, it is essential to correctly

separate these two types of activity, in order to build e Human events are modelled using the daily arrival time y;,

sound models of normal behaviour of the network. automated events using the wrapped arrival time ;.

e Fixed phase polling: event times occur every p seconds plus a
random zero-mean errotr.
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e Unknown density of the daily arrival times — step function:

: Figure 2: Densities used in the model, p = 6 hours, y =
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J Top plot (red): unnormalised density of the automated
where B is the number of bins, 7 = (71, ..., 754 1) are the bin events. Middle plot (blue): unnormalised density of the
locations, and h = (hy,...,hg), > . h; = 1,h; > 0V j are human events. Bottom plot (green): unnormalised den-
the bar heights. ’ sity of the 50-50 mixture.

o General framework: B, 7, h unknown — inference is easier (conjugate priors available!) when considering
7, =2mj/B, 3 =0,..., B for each possible value of an unknown B € {1, ..., Byax}-
e The resulting model, for 7' mod 86400 = 0 and |7'/p| > T mod p, is a mixture of the two components:

Figure 1: Imperial College network graph on June 7, 2017, 11:15

% Z3 B 1—252'
. 1 1 h;
— 11:16am. Each node corresponds to an IP address, an edge is F(tilz) o E : exp {__ zi 4+ 21k — 1 2} 2 : J 1{y; € [1(:, 7
drawn if the two IPs have connected within the observation period. (tilzi) ~ \ V2mo? 202 ( ) T(j+1) — T() { | 2 (3+1))}

k=—o0 7=1

. " — e Prior distributions for conjugate analysis "
2. Detection of pEI‘lOdlCltIES in the case of a standard histogram (7; = _, ~JI¢ 0 - \

, , T m—»( ) [ oo
Methodology developed in Heard, Rubin-Delanchy 2rj/B, 3 =0,...,B): Of;% |
and Lawson (2014): — (1, 02) £ NIG (1o, 02, a0, o) ; e e
0 .

® l1,t2,...,ty — timestamps of the NetFlow events _p 2 Beta(vo, o)
involving a client X and a server Y, d T
N(t),t > 0 — counting process: number of NetFlow ~ R B ~ Dirichlet(2my/B1 )
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records involving the client X and the server Y at * Straightforward Gﬂ.obs sampler a\.fa%l— T 0 . > mod
ht b4 startine f F =0 able, even when B is unknown — itis _ s S e
le)ac. dlme po;n ' St a;r Hg oM O'I possible to jointly sample (h, B). % N | =L N
eriodogram S(f) at frequency f > 0: e The algorithm successfully separates hu- Dirichlet [ 86400
man and automated activity in synthetic —
AN (1) — N(T) o= (lIabelled) datasets. j=1,...,B
T Reasonable results on real edges, where

the true labels are not available. Figure 3: Representation of the histogram model for a fixed number of bins B.

where dN (t) = N(t) — N(t — 1).
Fourier’s g-test for the null Hj of no periodicities: 5. Results on a real ed ge
mMaxi<k<|7/2) S (fx) k e 2 weeks of connections between an I X and the Microsoft Live IP 157.56.192.95.
9= S S(f) Je = At e 13545 events, 1425 filtered human connections.
1<j<|T/2] = \)J o The activity slightly increases during the day, suggesting a mixture of human and automated events.
Setting A = min{|1/g], |T/2]}, the p-value is: e The distribution of human events obtained from the model shows a clear diurnal pattern, with almost no
activity during the night.
e Events are not labeled in this example, but encouraging results have been obtained on synthetic labeled data.
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3. Transforming the data

Suppose that an edge is periodic at significance level
a with periodicity p = T'At/argmax; << |1/ S(f).
Letty,...,tn be the sequence of arrival times on the
edge. The quantity of interest for inference is a latent
assignment z;, defined as follows:
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if ¢; is automated , . . .
Figure 4: Daily distribution of the Figure 5: Distribution of the wrapped Figure 6: Estimated optimal histogram of human

where P(z; = 1) =fand P(z; = 0) = 1 — 0. data, slight evidence of increased ac- data, p = 4089.86s and model fit events, E’Opt = 7. Clear diurnal pattern, activity
Two quantities are used to model the arrival times: tivity during working hours. (MAP estimates of i and o*). concentrated in working hours only.

e the wrapped arrival time x;:
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