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Problem Formulation

Energy-Based Coupling on Function Space

Numerical experiments

Inference from sparse
observations

Bayesian experimental design

𝑝 𝒛𝑎, 𝒛𝑢|𝒟 ∝ 𝑝 𝒟|𝒛𝑎, 𝒛𝑢 𝑝θ(𝒛𝑎, 𝒛𝑢)

Find optimal sparse sensor placement positions
𝜉 = {𝜉1, … , 𝜉𝐷} to improve posterior inference based
on new measurements 𝑦𝑖 = 𝑢(𝜉𝑖) + 𝜂𝑖.

Maximise utility of sensor placement positions

𝑈 𝜉 := 𝔼𝑝(𝑦|𝜉)𝐷𝐾𝐿(𝑝(𝒛𝑎 , 𝒛𝑢|𝑦, 𝜉)||𝑝θ(𝒛𝑎 , 𝒛𝑢))

HOW?

Boundary value problem in 1D:

Steady-state difussion in 2D:

𝑢′′ 𝑥 − 𝑢2 𝑥 𝑢′ 𝑥 = 𝑓(𝑥)

−∇ ⋅ 𝜅 𝑥 ∇𝑢 𝑥 = 𝑓(𝑥)
Learn functional difussion coefficient 𝜅

Based on initial observations , find optimal locations of 𝑢 maximising PCE 

Boundary conditions 𝑢 𝑥𝑚𝑖𝑛 = 𝑋𝑎 ∼ 𝑁 𝑎, 0.32 , 𝑢 𝑥𝑚𝑎𝑥 = 𝑋𝑏 ∼ 𝑈𝑛𝑖𝑓 𝑏 − 0.3, 𝑏 + 0.4

Training data: 𝑎, 𝑏 and observations of solution for a realisation of 𝑋𝑎, 𝑋𝑏

Perform inference on 𝑎, 𝑏 based on 2 sparse observations of solution

Consider a PDE model 𝒢:𝒜 → 𝒰

Inverse problem: Given noisy observations of PDE solution 𝑦𝑖 = 𝒢 𝑎 𝒙𝑖 + 𝜂𝑖 , infer 𝒂

Challenges:  Possibly stochastic operator 𝒢

Parameter space

Solution space

Experimental design: Determine measurement positions 𝒙 that yield the most information about solution

Resolution invariant method

Functional form parameter and solution

Computationally efficient

Solution: Learn a generative model 𝒑𝜽 for the joint distribution over
parameters and PDE solutions (𝑎 , 𝑢 = 𝒢 𝑎 ).
Provides a surrogate method which allows for complex probabilistic
relationship and that is not dependent on a fixed discretisation of the
domain.

We take a Bayesian
approach

Embed functions in a 
finite dimension

Models distribution of
latent representations

Allows uncertainty
quantification

𝐸θ 𝑧𝑎𝑖 , 𝑧𝑢𝑖

Learn 𝑝θ 𝒛𝑎𝑖 , 𝒛𝑢𝑖 ∝ exp −𝐸θ 𝒛𝑎𝑖 , 𝒛𝑢𝑖

Learn 𝒛𝑎𝑖 Learn 𝒛𝑢𝑖

𝑎 𝒙𝑖
𝑗 𝑢 𝒙𝑖
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Step 1: 
INR

Step 2: 
EBM

Navier Stokes equation:

Design points log Ƹ𝜅 − log𝜅𝑡𝑟
2/ log𝜅𝑡𝑟

2 ො𝑢 − 𝑢𝑡𝑟
2/ 𝑢𝑡𝑟

2

BED w/ Neural 

Coupling (Ours)
0.016 ± 0.007 0.020 ± 0.005

Sobol points 0.054 0.098

Design points ෝ𝜔0 −𝜔0
2/ 𝜔0

2 ෝ𝜔t=5 −𝜔t=5
2/ 𝜔t=5

2

BED w/ Neural 

Coupling (Ours)
0.226 ± 0.042 0.046 ± 0.003

Sobol points 0.311 0.108

𝜕𝑡𝜔 𝑥, 𝑡 + 𝑢 𝑥, 𝑡 ⋅ ∇𝜔 𝑥, 𝑡 = 𝜈Δ𝜔 𝑥, 𝑡 + 𝑓(𝑥)

Learn initial vorticity 𝜔0 𝑥 = 𝜔(𝑥, 0) generated according to a Gaussian 
random field

Find 15 optimal locations of the vorticity at t=5 maximising PCE bound

𝑢(𝑥)

𝜔𝑡=5(𝑥)

Design points ‖ො𝑢 − 𝑢𝑡𝑟‖
2/‖𝑢𝑡𝑟‖

2 ‖ො𝑎 − 𝑎𝑡𝑟‖
2/‖𝑎𝑡𝑟‖

2 ‖𝑏 − 𝑏𝑡𝑟‖
2/‖𝑏𝑡𝑟‖

2

BED 0.064 ± 0.009 0.073 ± 0.085 0.130 ± 0.062

Sobol points 0.433 0.291 1.326

In practice, we maximise the PCE bound

𝑈𝑃𝐶𝐸 𝜉 := 𝔼 log
𝑝(𝑦|𝒛𝑎,0, 𝒛𝑢,0, 𝜉)

1
𝐿 + 1

σ𝑙=0
𝐿 𝑝(𝑦|𝒛𝑎,𝑙 , 𝒛𝑢,𝑙 , 𝜉)

≤ 𝑈(𝜉)

where the expectation is over ς𝑝𝜃 𝒛𝑎,𝑖 , 𝒛𝑢,𝑖 𝑝 𝑦 𝒛𝑎,0, 𝒛𝑢,0 .

The selection of 𝜉𝑖 is conducted sequentially.

Conclusion and future work
Our combination of implicit neural representation (INR)
and generative model captures the often intractable
stochasticity that is propagated through the PDE and
provides a novel method for BED of inverse PDE
problems avoiding costly MCMC methods with
runtimes of days vs minutes for our approach.
Future work: explore improved sample efficient
methods for the modelling and training of EBMs for
functional data.

𝑎 𝒙

O
p

ti
m

al
d

es
ig

n
So

b
o

lp
o

in
ts


	Diapositiva 1

