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1.  Introduction

Nanoelectromechanical systems (NEMS) are likely to impact 
on sensor technology, by virtue of their smaller size, reduced 
mass and larger surface-to-volume ratio [1, 2]. Conventionally, 
silicon NEMS are patterned by electron beam lithography, 
structured by plasma etching and visualized in a scanning 
electron microscope (SEM). However, the slow speed and 
high cost of serial direct-write patterning limits manufactur-
ability. SEM inspection has a similarly limited throughput, 
and in addition may charge and heat suspended nanoscale 
parts. Although parallel patterning based on sidewall transfer 
lithography (STL) has been developed to form restricted 
device layouts [3–5], there is a need for correspondingly 
simple methods of device metrology. Out-of-plane displace-
ments have been made by interferometry [6], but there are still 
difficulties in measuring in-plane features.

Here we again propose an optical approach, as counter-
intuitive as it may sound. It is not obvious that NEMS may be 
seen at all in an optical microscope, or how they may appear. 
However, both aspects may be clarified using experiments 

and simple theoretical models. For example, sub-wavelength 
optical metrology has long been of interest in microelec-
tronics, and it is well known that widely spaced features are 
visible in an optical microscope [7–9]. Methods of predicting 
one-dimensional (1D) line-shapes have been developed for 
thick and thin structures. Despite their flexibility, numerical 
simulation packages are less helpful, because of their lengthy 
run-times. Instead, isolated features are normally modelled 
as part of a periodic grating, and the problem of diffraction 
of an incident plane wave is solved exactly. Line images are 
then constructed by integrating the back-scattered field over 
the range of illumination wavelengths, illumination angles 
and collection angles allowed by the imaging system. Older 
methods use approximate diffraction theory [10, 11], while 
more recent methods (notably those of Nyyssonen [12, 13] 
and Sheridan [14–16]) use rigorous modal [17–19] or coupled 
mode [20, 21] theory. Due to the multiple integrals involved, 
calculations are still long. Few authors therefore consider 
white light or plane images [22, 23], and little attempt has 
been made to tackle the feature shapes and index contrast 
inherent in NEMS.

Knowing likely feature appearance, a suitable image pro-
cessing strategy may be developed. Feature extraction has 
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been developed for biological [24, 25] and medical [26] image 
analysis, character [27] and fingerprint [28] recognition, PCB 
inspection [29] and fault detection in integrated circuits [30]. 
Often the image is filtered to reduce noise [31]. Targeted 
techniques are then used to enhance specific features. Solid 
objects are detected by their edges [32], for example using the 
Sobel [33] or Canny [34] filters. Line features are detected as 
valleys in brightness [35, 36]. Statistical approaches are then 
used to partition the features into classes [37, 38], for example 
using the Otsu method [39, 40]. Post processing such as skel-
etonization [41] is then used for line sharpening before object 
recognition. However, there appears to have been no attempt 
to adapt such techniques to MEMS or NEMS metrology.

Here we attempt to develop a suitable strategy. Fabrication 
of NEMS by STL is briefly reviewed in section 2 and example 
structures for imaging are presented. Modeling of white-light 
imaging of MEMS and NEMS features is described in sec-
tion 3. Line images of etched structures are simulated using 
a 2D model based on modal diffraction theory and is shown 
that widely-spaced NEMS features are indeed visible, but 
appear as dark lines on a bright background, while MEMS 
appear as outline edges. The development of suitable image 
processing algorithms is described in section 4. Here the diffi-
culty is to partition the image into two valley features (MEMS 
and NEMS) and substrate background. The multilevel Otsu 
method is used for separation of valley and non-valley fea-
tures and a new algorithm based on local masking is used to 
separate valley classes. Conclusions are drawn in section 5.

2.  High-aspect-ratio (HAR) NEMS

HAR NEMS have been fabricated in bulk silicon and bonded 
silicon-on-insulator (BSOI), using optical and multi-layer STL 
followed by deep reactive ion etching (DRIE) and undercut. 
Briefly, the substrate is first patterned with resist, using polyg-
onal features whose perimeters define a set of nanoscale parts 
with microscale separations. The pattern is then transferred 
into the substrate to a shallow depth by DRIE [42]. The resist 
is then stripped, and the mesas thus formed are coated with a 
thin semi-conformal layer of material. Horizontal layers are 
then removed to leave the vertical surfaces as a sidewall mask. 
For more complex devices, the cycle can be repeated to define 
a second set of nanoscale parts [4].

The substrate is then planarised with thick resist, which is 
patterned to define microscale features such as anchors and 
electrodes. The surface pattern is transferred into the substrate 
by DRIE to form MEMS and NEMS together. For bonded 
BSOI, etching can stop at the oxide interlayer, and mov-
able parts freed by oxide removal [43]. For bulk Si, parts are 
undercut by isotropic plasma etching. After resist stripping, 
metallisation may be added for electrical contact. Figure 1(a) 
shows an example NEMS structure and figure  1(b) shows 
cross- sections along the lines A–A and B–B. The first mainly 
shows microscale features, but a shallow legacy mesa may be 
seen at the attachment point of nanoscale parts. The second 
shows microscale and suspended nanoscale features. Thus, 
optical images of three characteristic edge feature types are 
likely to be present in any microscope view.

Figure 2 shows SEM views of test structures chosen to pre-
sent different demands from image processing. In each case, 
all nanoscale parts consist of 100 nm wide features etched to 
a depth of 4 µm, and the minimum feature spacing is 10 µm. 
Figures 2(a) and (b) show examples fabricated in bulk Si (a 
spiral spring and a micro-gripper). Similarly, figures 2(c) and 
(d) show examples formed in BSOI (cellular materials with 
different lattices [5]). Devices in the left-hand figures  have 
been defined using single layer STL. Those in the right-hand 
figures have required double layer STL, which removes many 
but not all of the layout constraints of single layer STL. The 
micro-gripper in figure  2(b) has an asymmetric tip, formed 
by assigning the grip to the MEMS layer on one side and to a 
STL NEMS layer on the other and hence creating intersecting 
nanoscale features. Resist used to define microscale parts has 
been left in place in figures 2(a) and (b), while sidewall mat
erial is present in all cases. Thus, legacy mesas may be seen 
clearly where nanoscale parts attach to microscale anchors in 
the lower figures, while these features are blurred in the upper 
figures. The aim of simulation is to anticipate the appearance 
of such features in an optical microscope.

3.  Optical simulation

Figure 3(a) shows the simulation model, which contains a 
three-layer relief structure. Layer 1 is the surround (air) with 
relative dielectric constant εr1  =  1. Layer 2 contains NEMS 
features (mesas with width w and depth d in a material with 

Figure 1.  (a) Representative HAR NEMS device; (b) device cross-
sections at A–A and B–B.
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relative permittivity εr2a) surrounded by air (εr2b  =  εr1). For 
intrinsic Si at wavelengths near 0.5 µm (green light) we 
assume εr2a  =  11.7–j 0.272 [44, 45]. Layer 3 is the substrate, 
which has relative permittivity εr3, here taken as εr2a. The 
structure has period Λ as shown in figure 3(b), and the permit
tivity distribution εr2(z) is written as:

εr2 (z) =
∑

I
σIεr2I cos (I2πx/Λ).� (1)

Here the summation is from I  =  0 to Imax, the maximum 
number of terms considered, and εr2I  =  (2/Iπ) (εr2a  −  εr2b) 
sin(Iπw/Λ). The term σI is the Lanczos sigma function 
sinc{Iπ/(Imax  +  1)}, which is used to reduce ringing at dis-
continuities in permittivity.

For TE incidence we may write the electric field in the ith 
layer as Ei  =  Eyi(x, z) j. At wavelength λ, the problem is then 
to solve the scalar wave equations:

∇2Eyi + εrik2
0Eyi = 0.� (2)

Where k0  =  2π/λ. For plane wave incidence at an angle θ, 
the field in Layer 1 may be taken as the sum of the incident 
wave and a set of reflected diffraction orders, as shown in 
figure 3(c):

Ey1 = exp {+jkx (x − d)} exp (−jkzz)

+
∑

L

rL exp {−jkx1L (x − d)} exp (−jkzLz).

�

(3)

Here kx  =  k1 cos(θ) and kz  =  k1 sin(θ) are the x- and z-comp
onents of the propagation constant of the incident wave, with 
k1  =  k0  √  εr1. Similarly, rL is the amplitude of the Lth order, 
kzL  =  kz  +  LK is the z-component of its propagation constant, 
K  =  2π/Λ, and the summation is from  −Lmax to  +Lmax, where 
Lmax is the number of orders considered. Substitution into the 
wave equation for Layer 1 yields kx1L  =  √(εr1k2

0  −  k2
zL). kx1L 

will be imaginary once k2
zL   >  εr1k2

0, so the diffraction orders 
will be evanescent for sufficiently large |L|.

Similarly, the field in Medium 3 is a set of transmitted dif-
fraction orders:

Ey3 =
∑

L

tL exp (+jkx3Lx) exp (−jkzLz).� (4)

Here tL is the amplitude of the Lth transmitted order. Substitution 
into the wave equation for Layer 3 gives kx3L  =  √(εr3k2

0  −  k2
zL). 

However, because layer 2 is non-uniform, the solution here 
must be assumed as a sum of eigenmodes, namely:

Figure 2.  SEM photographs of HAR NEMS devices: (a) spring, (b) gripper; (c) and (d) 2D cellular materials with different lattices. 
Devices (a) and (b) have photoresist remaining.
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Ey2 =
∑
ν

{
[Aν exp (+jkx2νx) + Bν exp (−jkx2νx)]

∑
L

aLν exp (−jkzLz)

}
.

�

(5)

Here ν is the mode number, kx2ν is the propagation constant of 
the νth mode, Aν and Bν are the amplitudes of the νth forward 
and backward going modes, and the terms aLν exp(−jkzLz) 
(when collected together for a particular value of ν) define 
mode shapes that must be found. The notation again implies 
a summation range determined by the number νmax of modes 
retained.

Substituting into the wave equation  for Layer 2 we 
obtain  −(k2

x2ν   +  k2
zL) aLν  +  k2

0ΣI εr2I aL+ Iν  =  0. These equa-
tions can be written in the form (M  −  k2

x2νI) aν  =  0. Here I is 
the identity matrix, M is a square matrix with elements M(L, 
L)  =  −k2

zL   +  k2
0εr20; M(L, L  +  I)  =  k2

0εr2I for I  ≠  0, and aν is 
the column vector (a−Lmaxν … a−1ν, a0ν, a1ν, …aLmaxν)T. The 
equations can be solved for kx2ν and aν, and the overall solu-
tion found by matching at boundaries. For TE incidence this 
involves matching Ey and ∂Ey/∂x at x  =  0 and x  =  d; the result 
is a matrix equation for the unknowns rL, tL, Aν and Bν.

Once the expansion coefficients are known, the complete 
field may be reconstructed. For example, figure  4(a) shows 
the variation of |E| on the (z, x) plane, assuming TE incidence 
at θ  =  0, λ  =  0.5 µm on a Si feature of width 0.1 µm and 
depth 4 µm, with Λ  =  10 µm. The field pattern is symmetric, 
and results from a combination of diffraction, reflection from 
horizontal Si surfaces and interference. A similar procedure 
may be used for TM incidence, solving the wave equation for 
Hy; the electric field components Ex and Ez may then be found 
from the Maxwell curl relation. Figure 4(b) shows the vari-
ation of |E|, assuming TM incidence at θ  =  20°. The overall 
pattern is now highly asymmetric, due to the additional 
effects of reflection from vertical Si surfaces and shadowing. 
We have obtained near-identical results with the commercial 
multi-physics simulation package COMSOL®, albeit through 
a much longer calculation.

Imaging is then modeled as shown in the remainder 
of figure  3(a), which shows a lens with numerical aperture 
NA  =  sin(θmax) arranged for unity magnification. White-light 
illumination is simulated by assuming plane wave incidence 
at a discrete set of Nλ wavelengths λ and a set of Nθ angles 
θ, limited by the angle θmax and weighted by aplanatic fac-
tors cos1/2(θ) [15]. Each wave generates a back-scattered field, 
described by the summation in (3) and consisting of a fan of 
diffraction orders. Of those that are propagating, only the set 
whose angles θL lie within the acceptance cone of the lens can 
contribute to the image, again weighted by aplanatic factors.

It is simple to select and weight orders from the back-scat-
tered field at the object plane (x  =  d) to form a line image 
at the image plane, with contributions from each wave-
length, angle and polarization being summed incoherently. 
However, the need to retain sufficient terms in the expansion 
of εr2 together with sufficient diffraction orders and modes 
makes the calculations lengthy, and convergence must be 

carefully checked. We have assumed Imax  =  νmax  =  Lmax, with 
Lmax  =  240 throughout.

Figures 5(a) and (b) shows 1D field variations calculated 
from the 2D variations in figures 4(a) and (b). In each case, the 
black line shows the total back-scattered field on x  =  0 (the 
‘object’), while the grey line shows the field after rejection 
of evanescent waves and diffraction orders outside a cone of 
half-angle θmax  =  30° (the ‘image’). The effect of the lens is 
to remove high spatial frequencies [10]. Once again, we have 
verified these results with COMSOL®, using the less accurate 
approach of discrete Fourier transformation and low-pass fil-
tering to simulate the effect of the lens.

Unfortunately, the results are sensitive to calculation details 
(especially feature depth), because the modes of Layer 2 are 
effectively resonant in a low-Q cavity between the substrate and 
air. There is little improvement if a range of illumination angles 
is included, since the effects are coherent. Despite this, oscilla-
tions are reduced if the feature depth is greater than around 2λ 
and a range of wavelengths is included. Under these circum-
stances, illumination is incoherent, etalon effects average out, 
and the normal experience of microscopy is restored.

Figure 3.  Simplified model of optical imaging: (a) overall system, 
(b) assumed permittivity variation and (c) effect of lens on angular 
spectrum of diffracted waves.

J. Micromech. Microeng. 29 (2019) 015003
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Figure 6(a) shows line images of a feature with w  =  0.1 µm,  
d  =  4 µm and Λ  =  10 µm, obtained by assuming Nλ  =  21 
wavelengths in the range 400–700 nm and Nθ  =  21 angles in 
the range  −θmax to θmax. For simplicity we assume that sub-
strate properties and illumination are independent of λ and 
restrict ourselves to TE polarization. Results are shown for 
three values of θmax (10°, 20° and 30°, or NA  =  0.17, 0.34, 
and 0.5). Variations are plotted as power, normalised to the 
peak.

In each case, the result is similar: the sub-wavelength Si 
feature is visible as a reduction in intensity, with the sharp-
ness increasing as NA rises. The explanation is scattering 
by the nanostructure, which locally diverts power into dif-
fraction orders lying outside the acceptance cone of the 
lens. The reduction increases rapidly as the feature height 
increases from zero, and then gradually reduces to stabilise 
at the value shown, implying that even shallow features will 
be visible. Figure 6(b) shows results for a much wider feature, 
with w  =  2 µm. Here, the reduction in intensity is smaller, 
and takes place at feature edges. Unfortunately, it has been 
impossible to verify these incoherent imaging results using 
COMSOL®, due to the calculation time required.

Similar results are obtained with other silicon feature 
dimensions. For example, figure 7(a) shows the variation of the 
TE line image minimum with feature depth d, for w  =  0.1 µm,  
Λ  =  10 µm and three different values of θmax (10°, 20° and 
30°). For small d, the results are close to unity, implying little 
scattering. As d rises, they fall, while oscillating at a rate con-
sistent with coherent addition of reflections from mesa and 
substrate. The oscillations die away when the reflections add 
incoherently, and all three traces tend to a similar value at 
large d. However, more rapid convergence is achieved as θmax 
rises, reinforcing the benefits of lenses with larger NA. For 
wider features (say, w  =  2.0 µm), similar results are obtained, 
but with higher limiting values of the minima, as previously 
shown in figure 6(b).

Figure 7(b) shows variations with feature width w, at a 
constant depth d  =  4 µm, for the same three lenses. The 
results are again close to unity at very small w, falling rap-
idly as w rises. In the NEMS region (between w  ≈  20 nm and 
w  ≈  100 nm), minima are therefore low. In the MEMS region 
(for w  >  0.4 µm at the highest NA shown), they tend to a 
higher value. The transition is again regulated by the value 
of θmax, and the differences are responsible for the contrast 

Figure 4.  Numerical calculation of 2D fields near nanoscale feature 
at 500 nm wavelength: (a) TE polarization, at θ  =  0°; (b) TM 
polarization at θ  =  20°.

Figure 5.  Numerical calculation of 1D fields at 500 nm wavelength: 
(a) TE polarization, at θ  =  0°; (b) TM polarization at θ  =  20°. 
Different lines show line object and image.

J. Micromech. Microeng. 29 (2019) 015003
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investigated here. In between, there are additional peaks and 
troughs that appear to be associated with excitation of in-plane 
resonances. These aspects require further investigation, but 
we have found that qualitatively similar results are obtained 
for different periods Λ, depths d, and permittivities Re(εr2a). 
Thus, although the contrast mechanism may not be universal, 
there is a strong likelihood that NEMS and MEMS may gener-
ally be differentiated.

4.  Optical imaging and image processing

The simulations show that widely spaced NEMS features and 
the edges of MEMS should appear as valleys in image bright-
ness, with the former being deeper. However, a lens with high 
NA is needed to maximise resolution. Other diffraction effects 
will cause additional variations in apparent substrate bright-
ness, as will surface debris. Less importantly, non-uniform 
illumination will cause variations in local brightness; this can 
be mitigated using local thresholding, but should be unim-
portant with Kohler illumination. Edge effects can arise in 

video cameras; these must be cropped, since they otherwise 
introduce a spurious feature class.

Imaging was carried out using a Leica DMR white light 
microscope using  ×5, ×20 and  ×50 objectives (NA  =  0.15, 
0.40 and 0.55). The best results were obtained with  ×50 
objective. Black and white images with 640  ×  480 pixels 
were acquired in using a Donpisha 3CCD camera module 
and Debut Video Capture software. Image processing was 
performed in MATLAB. Figure 8(a) shows an image of half 
of the spring feature in figure  2(a). Here the resist-coated 
microscale anchor may be seen as a darker area on the left 
and the substrate as a light area on the right. As predicted, 
the nanoscale spring is visible as a set of dark lines, and its 
attachment to the legacy mesa may also be seen. The substrate 
is generally bright, but its appearance varies slightly between 
the nanoscale features.

It should be possible to separate NEMS, MEMS and sub-
strate background into different classes. Obvious criteria are 
image brightness and valleys in brightness; however, there 
may be others. The brightness B on the (y, z) plane is avail-
able directly. Figure  8(b) shows the histogram of B, which 
mainly presents the bimodal distribution of the anchor and 

Figure 6.  Simulated line images of Si features with 4 µm depth 
and (a) 0.1 µm and (b) 2 µm width, calculated assuming TE 
polarization, white light illumination between 400 nm and 700 nm 
wavelength, and lenses with θmax  =  10°, 20° and 30°.

Figure 7.  Variations in line image minima (a) with feature depth, at 
constant width w  =  0.1 µm, and (b) with feature width, at constant 
depth d  =  4 µm, for lenses with θmax  =  10°, 20° and 30°.

J. Micromech. Microeng. 29 (2019) 015003
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substrate areas. Valleys in brightness can be obtained from the 
second derivatives of B, namely Hyy  =  ∂2B/∂y2, Hzz  =  ∂2B/∂z2 
and Hyz  =  ∂2B/∂y∂z [35, 36]. The differentiation is carried out 
by convolution of B with matrix representations of discrete 
second order differential operators. The local results are then 
placed in a 2  ×  2 matrix [Hyy Hyz, Hyz, Hzz], whose eigenvalues 
are then found as:

λ1,2 =
1
2
{

Hyy + Hzz ±
√ (

H2
yy + H2

zz − 2HyyHzz + 4H2
yz

)}
.

� (6)
The eigenvalues give the principal curvatures of B, and a valley 
in brightness corresponds to a high value of the major eigen-
value and a near-zero value of the minor eigenvalue. However, 
detection of the former may suffice. To reduce noise, differ-
entiation should be carried out on a low-pass filtered image. 
Smoothing can be carried by convolution with the discrete 
representation of a Gaussian function [31]:

G (y, z) =
1

2πσ2 exp

®
−
(
y2 + z2

)
2σ2

´
.� (7)

The standard deviation σ should be chosen appropriately; 
too small a value will fail to reduce noise sufficiently, while 
too large a value will blur detail. Here we have used σ  =  3. 
To improve speed, the differentiation is carried out on the 
Gaussian kernel itself rather than the image. Only one convo-
lution is then required.

The levels separating the different classes must then be 
found. Many methods have been developed [37, 38], and 
one of the most useful is by Otsu [39]. The simplest version 
assumes two classes, and adjusts the threshold to ensure that 
intra-class variance is minimized and inter-class variance is 

maximized. Multi-level algorithms achieve the same with 
multiple thresholds [40]. Both are available in MATLAB.

The Otsu method works best if there are well-separated 
classes, of approximately equal size. Difficulties arise if 
there are overlapping classes, with one or more dominant. 
Figure  8(c) shows the spatial variation of the major eigen-
value, and figure  8(d) the corresponding histogram. The 
distribution is again bimodal, but the background now appears 
as a large peak with near-zero curvature, while the valley 
features appear as a broad satellite. The dashed line shows 
the threshold obtained using the single-level Otsu method. 
The green lines on figure  9(a) shows the features extracted 
by binarization about this level, superimposed on the orig-
inal image. All NEMS features and MEMS edges have been 
extracted successfully. In fact, figure 9 shows similar results 
for all the structures in figure 2; in each case, feature extrac-
tion has succeeded using the same algorithm. However a  ×1.6 
intermediate magnifier was used in figure 9(d) (which has the 
smallest feature spacing) to improve clarity.

We now consider whether NEMS features may be sepa-
rated from the edges of MEMS features. Figures  10(a)–(d) 
shows the optical image, the image brightness histogram, 
the spatial variation of the major eigenvalue and the eigen-
value histogram obtained for the micro-gripper structure in 
figure 2(b). The brightness histogram is again bimodal, due 
to the difference in brightness of the largely uniform substrate 
and the MEMS-half of the grip. However, the eigenvalue dis-
tribution is clearly trimodal, since the MEMS edges appear 
slightly darker than NEMS features in the eigenvalue image. 
This suggests that the distribution may actually be partitioned 
into three classes using a two-level Otsu method, and the 
dashed lines show the thresholds thus obtained.

Figure 8.  Image processing for HAR spring: (a) microscope image, (b) image intensity histogram, (c) spatial variation of major eigenvalue, 
and (d) histogram of eigenvalue showing Otsu threshold.

J. Micromech. Microeng. 29 (2019) 015003
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Even with successful thresholding, multi-level separation 
is non-trivial. We illustrate the problem in figure 11 using a 
1D example, which shows the spatial variation of the major 
eigenvalue derived from a line image containing two fea-
ture types and hence containing two different peak heights. 
Figure 11(a) shows how separation from background using a 
single threshold (dotted) yields both peaks together (in green), 
as before. Figure 11(b) shows separation of the higher peak 
alone (in blue), using a larger threshold. However, the attempt 
to separate peaks into two groups (in blue and red) using 

different thresholds in figure 11(c) fails, since the shoulders of 
the higher peak are grouped with the lower peak. Our solution 
is to exploit wide feature spacing and use a mask to exclude 
shoulders of the higher class from the lower class. The mask is 
constructed by convolving upper-level features with a top-hat 
function and binarizing the result, here yielding the cyan trace 
in figure 11(c) and the separation in figure 11(d).

For 2D variations, convolution with a 2M  +  1  ×  2M  +  1 
matrix of ones will broaden upper-level features by M pixels. 
Figures  12(a) and (b) shows separated MEMS and NEMS 

Figure 9.  MEMS and NEMS line features extracted together from optical images of (a) spring, (b) gripper, (c) and (d) cellular materials.

Figure 10.  Image processing for HAR gripper: (a) microscope image, (b) histogram of image intensity, (c) spatial variation of major 
eigenvalue, and (d) histogram of eigenvalue, showing multiple Otsu thresholds.
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features (red and blue, respectively) for the two structures 
with residual resist, both obtained with M  =  2 and a two-level 
Otsu scheme. With only two thresholds, legacy mesas cannot 
be separated from MEMS and NEMS, and have been assigned 
into the MEMS class. Separation was less satisfactory for the 
two structures without residual resist. Figures 12(c) and (d) 
therefore shows results obtained using the upper two thresh-
olds of a three-level Otsu scheme. Legacy mesas have now 
been assigned into the NEMS class. In addition, separation 
has failed in figure 12(d) in two characteristic regions: inter-
sections of nanoscale features, and regions containing closely 

spaced features. Brightness curvature must be inherently zero 
at the first location, and reduced by diffraction at the second. 
Further work is therefore needed to improve the specificity of 
the separation algorithm. Despite this, it is extremely encour-
aging that NEMS structures may not only be imaged optically 
but also analysed in this way.

5.  Conclusions

We have demonstrated theoretically and experimentally that 
widely spaced, high-aspect ratio silicon NEMS are visible 

Figure 11.  Illustrative 1D eigenvalue profile for NEMS and MEMS features, showing (a) single-value thresholding to extract all lines, (b) 
single-value thresholding to extract NEMS only, (c) double value thresholding and mask, and (d) double-value thresholding with masking 
to extract NEMS and MEMS separately.

Figure 12.  MEMS and NEMS line features extracted separately from optical images of (a) spring, (b) gripper and (c) and (d) cellular 
materials.

J. Micromech. Microeng. 29 (2019) 015003
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under white-light illumination in a bright-field optical 
microscope, as dark lines on a light background. However, 
further work is clearly required to investigate the effects of 
diffraction from closely spaced features, additional surface 
coatings in typical device structures, and alternative modali-
ties (for example, dark-field imaging). This characteristic 
allows nanoscale features and the edges of microscale fea-
tures to be separated from background in optical images 
using valley detection. Non-linear processing then allows 
nanoscale parts to be separated from microscale parts, but 
further work is again required to reduce the content depend
ence of the segmentation algorithm. More accurate feature 
location may easily be achieved by skeletonisation, pro-
viding the basis of a simple NEMS metrology system and 
enabling measurement of static deflections for comparison 
with elastic theory. It is likely that the method could be 
extended to dynamic deflections using pulsed illumination 
and video processing.
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