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Abstract—Frequency-domain solvers are used extensively
for modeling arbitrary metal-based terahertz structures. Four
well-known commercially available electromagnetic (EM) mod-
eling software packages include HFSS™, CST Microwave
Studio®, EMPro, and RSoft. However, there are a number of
operational issues that relate to how they can be used to obtain
more meaningful and accurate results. Even experienced users
of these and similar software packages may not fully appreciate
some of the subtle ambiguities in defining boundaries and material
parameters for use in THz applications. To this end, a detailed
comparative study has been undertaken, in consultation with all
four vendors. First, in order to avoid introducing ambiguities,
frequency dispersion in materials has to be clearly defined from
first principles; in both intrinsic and effective forms. Different
frequency dispersion models are then introduced for ‘metal-like’
materials. To act as benchmark structures, conventional air-filled
metal-pipe rectangular waveguides, associated cavity resonators
and a spoof surface plasmon waveguide have been simulated,
using a raft of different approaches; with a view to illustrating
quantifiable weaknesses in commercial software packages for
simulating arbitrary metal-based THz structures. This paper
highlights intuitive and logical approaches that give incorrect
results and, where possible, makes recommendations for the
most appropriate solutions that have hitherto not been given in
Technical Notes.

Index Terms—Cavity resonators, commercial software, fre-
quency domain, metal, numerical modeling, terahertz (THz),
waveguides.

I. INTRODUCTION

O VER the past two decades, there has been increasing in-
terest in the 0.3 to 10 THz frequency range for a variety

of applications. Currently, the “THz gap” is used for highly
specialized applications (e.g., radiometric imaging and spec-
troscopy). However, in order to fully exploit this part of the
frequency spectrum and, thus, open up the “THz gap” to ubiq-
uitous applications, there will be increasing reliance on the use
of commercial electromagnetic (EM) modeling software (e.g.,
HFSS™ [1]–[9], CST Microwave Studio® [8]–[11] and RSoft
[12]–[17]) to predict the performance of metal-based terahertz
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structures. Moreover, in the 0.3–10 THz frequency range, dis-
persion in the conductivity of metal-based structures can affect
results significantly and, therefore, has to be properly taken into
account when passive components are modeled.
While commercially available software packages can gener-

ally predict the actual performance of arbitrary 3D structures,
the correct approach to selecting the most appropriate boundary
conditions, defining a material’s parameters and being able to
enter its real or complex values within the software are not al-
ways straightforward [18]. With no or limited and ambiguous
information given in Technical Notes, the wrong approach may
result in significant errors. Indeed, it has been found that some
intuitive and logical approaches yield incorrect results, which
may not be apparent to even experienced EM software users
[19]–[21].
First, relevant background theory for assigning material

parameters for frequency dispersive media is given. This
is necessary in order to avoid introducing ambiguities and
errors. This paper then investigates various frequency-domain
approaches to modeling benchmark metal-based THz struc-
tures, using four well-known software packages: Ansys’ High
Frequency Structure Simulator (HFSS™),1 CST Microwave
Studio® (CST MWS),2 Agilent’s newly released Electromag-
netic Professional (EMPro),3 and RSoft.4

With few detailed measurements of passive metal-based
structures, operating within the “THz gap,” being reported
in the open literature [22], the classical relaxation-effect (or
Drude dispersion) model has been adopted as reference. This
phenomenological analytical model has previously been shown
to fit accurate room temperature measurements in the lower
terahertz range [22], unlike more empirical models [23].
Here, classical air-filled metal-pipe rectangular waveguides

(MPRWGs) and associated cavity resonators are used as bench-
mark structures to represent the millimeter-wave community
moving up in frequency into the “THz gap”; while spoof (or de-
signer) surface plasmon waveguides represent the optics com-
munity moving down in frequency into the “THz gap.”
Within HFSS™, its frequency-domain solver employs the

finite-element method (FEM), with its ability to handle com-
plex geometries efficiently; while within CST MWS, high fre-
quency 3D EM field simulation can be performed using the
frequency-domain solver based on the finite integration tech-
nique (FIT). Within EMPro, its frequency-domain solver em-
ploys FEM; while within RSoft, its FemSIM is a generalized

1[Online]. Available: http://www.ansoft.com/products/hf/hfss/
2[Online]. Available: http://www.cst.com/
3[Online]. Available: http://www.home.agilent.com/agilent
4[Online]. Available: http://www.rsoftdesign.com
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mode solver based on FEM, which can calculate transverse and
cavity modes of any 1D or 2D cross section. In consultation
with all four associated vendors, all possible modeling strate-
gies have been investigated in depth and, for the first time, de-
tailed recommendations for the most appropriate solutions are
given that have hitherto not been given in Technical Notes.

II. FREQUENCY DISPERSION IN MATERIALS

A. Intrinsic and Effective Material Parameters

It will be seen later that one of the main issues associated with
inaccurate modeling is related to ambiguities introduced during
material parameter definition. For this reason, it is first neces-
sary to reproduce textbook theory that underpins frequency-do-
main solvers. The relevant background to defining material pa-
rameters for frequency dispersive media starts with the gener-
alized Ampere’s law (with the associated variables having their
usual meaning)

(1)

where . Assuming that the impressed (external)
current density is zero, the free current density reduces
to the conduction current density . For an isotropic, linear
and dispersive medium the constitutive equations can be written
using a Taylor series as

(2)

(3)

(4)

where , , and are weighting factors for the higher order
terms. Now, (1)–(4) can be expressed for the steady-state fre-
quency domain (with time harmonic dependence, where
the complex operator and )
as follows:

(5)

(6)

(7)

(8)

where , , and describe the intrinsic bulk effects of
polarization, magnetization and conductivity, in complex nota-
tion form, respectively. It is worth mentioning that: with normal

metals at room temperature , the permittivity of free
space; with non-magnetic materials , the perme-
ability of free space; and with low frequency room temperature
modeling of materials , intrinsic bulk conductivity at
dc. In the more general case, (5)–(8) yield the following:

(9)

From (9), it is obvious that the effective parameters and
can be used interchangeably; being related to each other

by the textbook expression:

(10)

where the effective permittivity and
is the relative effective permittivity (also referred to

as the dielectric function; although, this should not be confused
with the dielectric constant, which represents only the real part
of the relative effective permittivity).
Now, partitioning (9) into its real and imaginary parts, the

following is obtained:

(11)

By rearranging (11) for the effective dielectric loss tan-
gent is defined (even for a metal [24]) as follows:

where (12)

As can be seen from (12), the dielectric loss tangent quantifies
the losses for a non-magnetic material but it does not distin-
guish the origins of different loss mechanisms. In other words, it
does not give any information about the polarization or conduc-
tivity loss contributions separately. This means that when mate-
rial parameters are being evaluated experimentally the effective
parameters [including ]) should be used. However, in
the open literature, many authors loosely use the terminology
“complex permittivity” or “complex conductivity” to describe
the effective parameters, based on the fact that the effective pa-
rameters are complex numbers [25]–[29]. This can be confusing
if not defined explicitly, since the intrinsic permittivity and con-
ductivity themselves can be complex numbers. Thus, it may be
ambiguous as to whether the authors are referring to the intrinsic
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parameters , or to their associated effective parame-
ters , —with the latter set always being complex
numbers, even when the former are represented by purely real
quantities. For example, in the case where frequency dispersion
of polarization can be neglected (e.g., metals having
and ):

(13)

(14)

To this end, (6)–(8) must always be compatible with the prin-
ciple of conservation of energy, which in electromagnetic sys-
tems can be expressed by Poynting’s theorem. Also, the pas-
sivity of such materials implies that the power dissipated per
cycle per unit volume must be non-negative. Thus

(15)

with the equality only being valid for a lossless material. Sub-
stituting (6)–(8) into (15) and rewriting in quadratic form gives
(16), shown at the bottom of the page. Using the general rela-
tionship:

where (17)

where represents the conjugate transpose matrix and taking
into account that (16) holds for arbitrary electric and magnetic
fields, the matrix must be positive semi-definite. This is en-
sured by the following two conditions:

(18)

(19)

In order that (18) holds for arbitrary frequencies, the conditions
and have to be verified.

When the classical relaxation-effect model for normal metals
at room temperature is used, the intrinsic bulk conductivity is
given by the following expression [20], [24]:

(20)

where is the phenomenological scattering relaxation time
(also referred to as the collision time by HFSS™, and CST
MWS) and both and are always positive numbers.
It is important to note that if a time dependence of the form

is used, the complex operator “ ” in all the previous
equations must be replaced with “ ”, resulting in material pa-
rameters being redefined by the forms ,

, and
. While this point

may seem obvious, errors will be introduced when parameters
and equations that adopt different conventions (e.g., when
originating from different sources) are inadvertently mixed
during the modeling process. By default, HFSS™, CST MWS,
and EMPro adopt the convention; while RSoft adopts
the convention.

B. Frequency Dispersion in Metals

Equation (20) represents the classical relaxation-effect model
for describing the frequency-temperature dispersion due to free
carriers within a normal material; while the simple relaxation-
effect model and the classical skin-effect model are derived by
taking into account only the real part of intrinsic bulk conduc-
tivity and , respectively [20], [24]. For a generic ma-
terial, its intrinsic impedance (e.g., representing the surface
impedance of a metal) is given by the following textbook
expression:

(21)

With normal materials, one can neglect the dispersion effects in
magnetization, so that and (while at
terahertz frequencies ) [30] and assuming a metal with
sufficiently high conductivity so that the displacement current
term can be neglected )

(22)

For the three aforementioned frequency dispersion models, (22)
can be expanded out using the following expressions for the
surface resistance and reactance [20], [24]:

Classical relaxation-effect (or Drude dispersion) model

(23)

Simple relaxation-effect model

and (24)

Classical skin-effect model

and (25)

(16)
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Fig. 1. Uniform dielectric-filled MPRWG benchmark structure.

III. THZ METAL-PIPE RECTANGULAR WAVEGUIDE MODELING

Metal-pipe rectangular waveguides and associated cavity res-
onators are simulated at THz frequencies, where frequency dis-
persion in conductivity has previously been found to affect pre-
dicted results [20], [31]. A MPRWG with internal dimensions

m (i.e., JPL-100 standard [20], [32]),
with gold walls having room-temperature parameter values of

S/m, fs and [22],
was used as a benchmark structure, as illustrated in Fig. 1.
To simplify the analysis, this waveguide is assumed to operate

in the fundamental mode, so that closed-form analytical
expressions can be used for direct comparison with the numer-
ical simulation results. For example, the propagation constants

for a MPRWG supporting modes can be calculated
using the variational method [33], which can be expressed in the
simpler form for modes as follows [34]:

(26)

where

and , , and are the real part of the relative
permeability, dielectric constant and effective loss tangent for
the dielectric filler, respectively.
In HFSS™, the classical skin-effect model is employed, by

default, with being entered in the material setup dialog box.
Alternatively, the simple relaxation-effect model can be used by
entering a data file containing the non-complex (i.e., real nota-
tion form) conductivity values calculated a priori at each dis-
crete frequency point. In order to speed up the simulation times,
solid metal walls can be replaced by boundaries. Both frequency
dispersion models can be used in the material parameters for a
3D “solid object” or boundary condition. With the former, the
use of bulk meshing is dependent on the threshold value of con-
ductivity (for HFSS™ this is 10 S/m, by default); there is no
bulk meshing with any of the boundaries. It must be noted, how-
ever, that the classical relaxation-effect model cannot be used
directly; while current versions of HFSS™ (e.g., up to version
13) allow complex numbers to be entered into the conductivity
value field it does not actually support these complex values
[20], as will be explained in greater detail.
For example, with the Finite Conductivity Boundary (FCB),

complex conductivity values can be entered using the following

Fig. 2. Attenuation constant for the dominant mode with the 100 m
JPL band gold MPRWG; Lines: calculated values from analytical models using
(26); Circles: simulated values using HFSS™, Stars: simulated values using
CST MWS; Triangles: simulated values using EMPro; and Squares: simulated
values using RSoft.

syntaxes: or . Here, the imaginary term
is simply ignored in calculations, thus giving results that coin-
cide with the simple relaxation-effect model [20]. Alternatively,
complex conductivity values can be entered using the following
suggested syntax [35]: , where . Unfortu-
nately, it has been found that this latter method gives incorrect
results, as can be seen in Fig. 2 with the modeling of attenua-
tion constant for a uniform air-filled MPRWG. However, with
the Layered Impedance Boundary (LIB), and can be
entered directly, so long as the metal’s dielectric loss tangent
is set to zero, yielding the correct results. It should be pointed
out that when only the intrinsic conductivity is entered, as de-
scribed previously with the complex notation form, the prob-
lems associated with the LIB are also the same for the FCB. Al-
ternatively, with the Impedance Boundary (IB), the appropriate
complex surface impedance can be entered directly for each
discrete frequency point. In this case, as can be seen in Fig. 2 the
results reported by HFSS™, are in excellent agreement with the
classical relaxation-effect model with (26). It must be noted that
since the complex value of surface impedance must be entered
a priori, significant errors may result if tuning or optimization
routines are employed with structures where the spectral fea-
tures of interest can shift to frequencies not represented by the
list of discrete frequency points that give the associated values
of complex surface impedances.
The above approaches are also found in CST MWS (e.g.,

versions up to 2011 service pack 7), where the simple relax-
ation-effect and classical skin-effect models can be applied
to the bulk conductivity of a solid objector Conducting Wall
Boundary (CWB). However, with the simple relaxation-effect
model, the conductivity values have to be entered at each
discrete frequency point, since the software does not currently
support a data file import for conductivity. Alternatively, one
could define a “normal material” type, whose permittivity
is given by the relative effective value calculated using (13)
and assuming , and then enter a data file containing
the permittivity values as a “user defined” dispersion model.
However, the results were still found to be inaccurate, probably
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TABLE I
SUMMARY OF DIFFERENT MODELING STRATEGIES FOR METAL STRUCTURES USING HFSS™, AND CST MWS

due to poor meshing inside the metal. Again, the classical relax-
ation-effect model cannot be used explicitly, but the “Surface
Impedance” Material (SIM) type can be defined with a data
file containing the complex surface impedance values at each
discrete frequency point. Fortunately, CST MWS interpolates
between data points and thus tuning or optimization routines
can be employed, in contrast to HFSS™. Although, as can
be seen in Fig. 2, the results increasingly diverge from the
analytical model as frequency increases; the reason for this is
unknown. Alternatively, an “ohmic sheet” material type can be
used where the surface impedance is defined at each discrete
frequency point. However, this approach is also found to give
incorrect results.
In principle, the solid walls of the waveguide can be treated

as dielectrics (i.e., a “normal material” type) by defining for the
metal: ; the angular plasma frequency ;

and collision damping angular frequency (this ap-
proach is also used in RSoft). This also gives incorrect results, as
seen for the “Drude Dispersion Model” results shown in Fig. 2,
probably due to poor meshing. All the above approaches for
HFSS™ and CST MWS are summarized in Table I.
With EMPro (e.g., version 2011.11) frequency dispersive

metals are not supported. Although there are frequency dis-
persion models for dielectrics, which can emulate metals by
entering appropriate parameters, the losses are underestimated
because of inadequate mesh densities inside the metal. Thus,
the only way to obtain accurate results is by using a non-disper-
sive “Surface Resistance” (SR) material type, which actually
corresponds to the real and imaginary parts of the surface
impedance, entered at each discrete frequency point (as with
the IB in HFSS™). In other words, iterative simulations have
to be reassigned with new values for surface impedance at
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every frequency point. In the current version of EMPro, the
thickness in the material setup window must be set to zero, for
correct results, otherwise the losses reported are greater than
expected and these losses increase with increasing thickness.
Alternatively, the intrinsic bulk dc conductivity of the
material can be entered, giving results that coincide with the
classical skin-effect model.
Finally, with RSoft, standard linear dispersion models can be

used by entering their characteristic parameters and
for the metal, producing results that are in excellent agree-

ment with the classical relaxation-effect model.

IV. THZ CAVITY RESONATOR MODELING

Simple rectangular waveguide cavity resonators, operating
in the dominant mode, have also been simulated using
eigenmode solvers that predict the complex eigenmode frequen-
cies . With a nonzero surface reactance , due
to contributions from both the classical skin-effect and kinetic
surface inductances [24], the lossless (or driven) resonant an-
gular frequency of the cavity is reduced from the
ideal resonant angular frequency . Furthermore, a nonzero
surface resistance , due to ohmic losses, results in further
frequency detuning; shifting the natural resonant angular fre-
quency down from to the damped (or undriven) resonant an-
gular frequency . Thus, the overall level of natural frequency
detuning is [20].
In summary, at terahertz frequencies, when compared to the

classical relaxation-effect model [20], [24]: the classical skin-
effect model overestimates the surface resistance (i.e., inflating
losses) and underestimates surface reactance (i.e., undervaluing
frequency detuning); the simple relaxation-effect model gives
reasonably good predictions for detuning, but greatly inflates
losses.
Assuming losses are small enough, one can use the

well-known expressions, derived using perturbation theory
[20], [36], for calculating the lossless resonant frequency and
the unloaded quality factor at this frequency. Solving (27) for
the lossless resonant frequency [20], and from (28) the
corresponding unloaded quality factor, can be easily obtained

(27)

(28)

For the mode, represents the geometrical factor
given by the textbook expression:

[H]. (29)

It should be noted that both HFSS™ and CST MWS use fre-
quency , rather than angular frequency , when en-
tering parameters or displaying results, unless explicitly stated
(e.g., plasma angular frequency in CST MWS).
The simulated and calculated values for the unloaded
-factor and the overall frequency detuning

are plotted in Fig. 3, for a variety of gold rectangular cavities
having respective internal width, height and length dimensions
of [20]. With the classical skin-ef-
fect model, without and with the displacement current term,
respectively, both the FCB and LIB can be used by entering .

Fig. 3. Unloaded -factor and overall frequency detuning for
the mode gold cavity resonators for different cavity width dimensions
; Lines: calculated values from analytical models (27–29, 33); Circles: simu-
lated values using HFSS™; Stars: simulated values using CST MWS (almost
identical results for frequency detuning with both simple relaxation-effect and
classical skin-effect models).

However, for the simple and classical relaxation-effect models,
the user must follow one of the approaches outlined below.

A. HFSS™ With FCB and IB

With the simple relaxation-effect model, the FCB and IB can
be used by entering the conductivity and complex surface
impedance values, respectively, with values calculated
at the ideal resonant frequency . As can be seen in Fig. 3, the
convenient choice of using the ideal resonant frequency gives
a reasonably good approximation, in terms of predicting the
amount of frequency detuning and unloaded quality
factor .
Note that, in HFSS™, the unloaded -factor is calculated

with the assumption that the eigenfrequency of a mode can be
represented by the complex resonant frequency of a lumped-
element RLC resonator, i.e., defined by the following [36]:

(30)

where and . It will be seen that (30) is
inherently sensitive to errors in the complex resonant frequency
and, in particular, .
With the classical relaxation-effect model, the FCB cannot

be used (as it does not support complex conductivity values).
However, by entering , the IB can give excellent results
when frequency detuning is not too large.
For this benchmark structure, given its simple geometrical

shape, the ideal resonant frequency can be easily calculated for
large conductivities. However, with a more complicated geo-
metrical structure, it may not be possible to predict the ideal
resonant frequencies for each and every mode and so this ap-
proach cannot be used to give accurate results.

B. HFSS™ With LIB

With the LIB, unlike with the FCB, the eigenmode solver sup-
ports frequency-dependent material parameters and can be used
for arbitrary structures without a priori knowledge of the ideal
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resonant frequency. However, for accurate results, the starting
frequency that the user enters during setup has to be very close
to the real part of the complex eigenfrequency (but lower
than , so that the solver does not skip the mode of interest) in
order for the software to accurately calculate . Otherwise, the
results may contain significant errors in both and unloaded
quality factor calculated using (30). Unfortunately, the
resonant frequency of an arbitrary structure is not known a
priori.
To overcome this problem, one needs to simulate the structure

using a single iteration, where the starting frequency in the iter-
ation is very close (but lower) than the real part of the resonant
frequency generated by the initial simulation. This is necessary
in order for the software to accurately calculate and, hence,

.
Alternatively, when the ideal resonant frequency and un-

loaded -factor are of most interest, rather than the
damped resonant frequency , it has been found that one can
avoid the iterative simulation, without a priori knowledge of
the resonant frequency, by having the starting frequency well
below resonance (i.e., ). The damped resonant fre-
quency obtained with this approach tends to the ideal resonant
frequency (the lower the starting frequency the closer ).
However, and, hence, using (30) will be completely
incorrect. Therefore, instead of using (30), the fields calculator
can be employed to compute the unloaded quality factor from
the following expression:

(31)

where is the real part of the complex eigenfrequency reported
by the solver, is the surface resistance calculated at that
frequency, given by (23) when neglecting the displacement cur-
rent term, and is the geometrical factor in

(32)

where represents the internal volume of the cavity, the
internal surface area of the cavity walls and suffix “ ” repre-
sents the field components tangential to the internal surface of
the walls. This approach gives correct results for the unloaded
quality factor , since it takes into account the fields distri-
bution and, thus, its accuracy is not significantly compromised
by errors in the complex eigenfrequencies. However, the user
needs to manually mesh the dielectric filler (e.g., air in this case)
inside the cavity to make it dense enough so that the corre-
sponding fields are captured accurately. Furthermore, for suf-
ficiently high conductivities, (and, therefore, ) tends to
, thus (31) approximately gives ; the percentage error

of is very small, which
practically means that to a good approxima-
tion. Also, it should be noted that for faster convergence the box
“convergence on real frequency only” must be ticked.
Although this latter approach produces accurate results for

the unloaded -factor, it cannot provide accurate results for the
frequency detuning and, thus, its use is limited to cases where
only the ideal resonant frequency and are of interest.

C. CST MWS

In contrast to HFSS™, with CST MWS, the walls of the
cavity are assumed to be Perfect Electric Conductors (PEC),
because its eigenmode solver does not support lossy metals; the
unloaded quality factor can be extracted by entering the conduc-
tivity of themetal at the post-processing stage. It should be noted
that a normal metal can be emulated by a dielectric material,
but this still requires a high meshing density; making it imprac-
tical. However, CST MWS does not report the actual complex
eigenfrequency of the cavity; only the ideal resonant frequency
. The complex eigenfrequency can be calculated approxi-

mately using the general solution for lumped-element RLC res-
onators [36], but with the lossless resonant frequency and
associated unloaded quality factor values replaced by
those generated by CST MWS; more specifically

(33)

Not surprisingly, as can been seen in Fig. 3, this approach results
in a significant error when predicting frequency detuning. Once
again, only real conductivity values can be entered and so this
approach can only be used for the simple relaxation-effect and
classical skin-effect models.

D. EMPro and RSoft

With EMPro its eigenmode solver does not support frequency
dispersive metals (this also applies to its FEM solver) and, thus,
it cannot be used with either relaxation-effect models for arbi-
trary structures. However, in the unusually special case where
the resonant frequency is known a priori, the surface impedance
at the resonance can be entered (as with HFSS™), but this ap-
proach suffers from the same issues described previously.
Lastly, RSoft does not provide a 3D eigenmode solver and so

the user has to excite the structure using its FullWave module,
in frequency . The use of its finite-difference time-domain
(FDTD) solver is beyond the scope of this study. Table I sum-
marizes the modeling strategies for all the eigenmode solvers.

V. SPOOF SURFACE PLASMON WAVEGUIDE MODELING

Spoof surface plasmons are a type of surface waves that are
supported by a patterned metallic surface and widely modeled
in various simulation domains [37]–[39]. Although a complete
analysis is beyond the scope of this work, it will be shown using
the available commercial frequency-domain software packages
that there are differences in the simulation results. Our chosen
benchmark structure has periodically spaced rectangular blind
holes (i.e., open cavities) that do not completely perforate the
metal film [40], as illustrated in Fig. 4. The width and length
dimensions of the holes’ aperture are 150 m and 500 m,
respectively, with a periodicity of 250 m and depth of either
100, 140, or 635 m.
Fig. 5 shows a comparison for PEC structures using the

results from [40], obtained by FDTD simulations, and corre-
spondingHFSS™ simulations; while Fig. 6 shows a comparison
of the experimental measured results from [40], obtained by
taking the Fourier transform of time-domain measurements,
and corresponding HFSS™ simulations using the FCB to model
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Fig. 4. Spoof surface plasmon waveguide benchmark structure with 40 blind
holes, having a 10 mm total length.

Fig. 5. Simulated transmission results for PEC structures with different blind
hole depths from (a) Results in [40]; and (b) HFSS™.

Fig. 6. Transmission results for aluminum structures from (a) Experimental
results in [40]; and (b) FCB simulation results using HFSS™.

the fabricated aluminum structure. With S/m,
fs and [22]; was calculated

for use with the simple relaxation-effect model.
It is seen in Figs. 5 and 6 that HFSS™predicts a much sharper

upper cut-off frequency response than the corresponding results
given in [40], which in turn gives a slightly higher frequency
for the peak in transmission. However, they do agree in that
as depth increases the upper cut-off frequency of the dominant
mode shifts down in frequency. The data presented also dif-
fers because transmission is calculated from the amplitude of
the -field component along the propagation direction in [40],

Fig. 7. Simulated transmission results of gold spoof surface plasmon waveg-
uides for the dominant mode using: (left) HFSS™; (middle) CST MWS; (right)
EMPro.

rather than by the in HFSS™. In addition, from [40], the
differences between their predicted and measured results shown
in Figs. 5(a) and 6(a), respectively, is largely due to the intro-
duction of the considerable ohmic losses (represented by the
nonzero ) that degrades the slope of the cut-off frequencies
and significant frequency detuning (represented by the nonzero
) that shifts the response down in frequency. In addition,

there could be further detuning attributed to poor fabrication tol-
erances from the nonideal manufacturing process. It should be
noted that the data presented in [40] has been normalized with
scaling factors that are not specified in their paper; therefore, the
HFSS™ results cannot be scaled to match those in [40].
Since HFSS™ modeling has been shown to behave as ex-

pected, CST MWS and EMPro were also used to simulate the
structure in Fig. 4 having blind holes in a gold substrate.
The FCB boundary (or its equivalent) was used by all three

software packages, as they were able to solve this problem in the
frequency domain with waveguide excitations. RSoft was not
considered for this more complicated 3D structure (i.e., having a
nonuniform cross section, when compared to the MPRWG) be-
cause it would require the use of its time-domain solver, which
is beyond the scope of this study.
The results are given in Fig. 7, showing that initial simula-

tions with just the single dominant mode provide widely
varying predictions from each software package. Further simu-
lations were then performed with the lowest five modes excited
at the ports, but with the results extracted for the dominant mode
, as shown in Fig. 7. It can be seen that the software pack-

ages agree when more modes are included.
The large discrepancies found with the frequency-domain

solver in CST MWS have been attributed to the complicated
broadband frequency response of the structure and so the use
of their transient solver was recommended [41].
Fig. 8 shows that there is little difference between the various

boundaries and frequency dispersion models employed when
5 modes are excited at the ports and then the total transmis-
sion is calculated by the linear summation of all the 5
values for the dominant port mode. Since the maximum sim-
ulation frequency is only 0.45 THz, the results obtained with
FCB (using the classical skin-effect model) are almost identical
to those obtained with the LIB (using the classical relaxation-ef-
fect model); although this may not be the case when the domi-
nant mode is at significantly higher frequencies. However, with
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TABLE II
MATERIAL INPUT PARAMETERS FOR HFSS™

Fig. 8. Simulated transmission results for the spoof surface plasmon wave-
guide with five modes excited at the ports using: (left) HFSS™; (middle) CST
MWS; (right) EMPro.

EMPro there is a notable difference in the predicted transmis-
sion heights and levels of detuning.
This section has highlighted the need for multiple-mode exci-

tation, even if only the results for the dominant mode are needed.
If the computational burden is not significantly increased, more
modes should be calculated at the output for each excited port
mode in order to achieve more accurate results.

VI. DISCUSSION

It has been shown that finding the correct modeling strategy is
not always straightforward, when employing even well-known
commercial EM solvers, for modeling metal-based THz struc-
tures. It is important to understand how the software code runs in
the background and what input data it expects the user to enter.
For example, in the HFSS™ Technical Notes (version 13) it is
stated that permittivity can be complex and the effective permit-
tivity is formulated as

(34)

In order to avoid introducing further confusion, in this section,
parameters in bold font correspond to input parameters in
HFSS™ (rather than vectors, found in previous sections).
Now, it is not unambiguously stated that all input parame-

ters must be real numbers, including relative permittivity and
bulk conductivity , in order for the code to calculate , which
is the only parameter needed by the solver. Unlike CST MWS,

HFSS™ does not check for invalid input arguments (i.e., com-
plex-valued parameters) and so no errors or warnings appear
during setup or simulations. This can leave the user with a false
sense of security, after the final results are reported by HFSS™.
As can be seen in (34), the three input parameters are the rela-
tive permittivity , the dielectric loss tangent and the bulk
conductivity .
For the general case, where both the intrinsic relative

permittivity and intrinsic bulk conductivity are represented
by complex numbers (i.e., and

, respectively), the HFSS™ parame-
ters that should be entered so that (34) is consistent with (12) are

, and ; resulting
in . However,
because , the “solve inside” function is automatically
enabled. Therefore, this approach is impractical for metals, due
to the excessive computational resources and processing time
needed for the very high mesh densities associated with this
function.
Alternatively, for the metal-like case, where a material is de-

scribed by a real-value intrinsic permittivity and complex-value
intrinsic bulk conductivity (e.g., metals with and

) the parameters , and
yield the correct results and (34) gives

. An example of this ap-
proach was used to simulate plasma-walled MPRWGs [42].
Similarly, for the dielectric-like case, where a material

is described by complex-value intrinsic permittivity and
real-value intrinsic bulk conductivity (e.g., dielectrics with

and ) the HFSS™ pa-
rameters , and yield

. This
is a valid approach, but only for the simple relaxation-effect
and classical skin-effect models.
These three scenarios are summarized in Table II. The im-

portant message to note is that loose terminology leads to am-
biguities and potentially significant errors. To the best of our
knowledge, this is the first time that a clear and unambiguous
description has been given for correctly entering material pa-
rameters for HFSS™.
For metal-based THz structures, instead of using solid metal

objects, boundaries can be employed to avoid the problems
related with the “solve inside” function. Macros can be used
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by writing a Visual Basic Script (VBScript) to define various
dispersion models for materials that can then be employed
in a “solid object” or boundary. For example, the VBScript
suggested by Ansys [35] calculates the material parameters
based on Drude’s classical relaxation-effect model, by entering
the intrinsic bulk dc conductivity and the phenomeno-
logical scattering relaxation time . As with the general
case, the calculated material parameters ( ,

) are then used as input parameters for
(34). However, as explained previously, this general-case mod-
eling approach requires and, thus, the material created
by the VBScript cannot be used with the FCB, LIB, or IB. As
a result, the material can only be used to define “solid objects”
with the “solve inside” function automatically enabled. Again,
this approach does not give accurate results when metals-based
structures are modeled, due to inadequate meshing inside the
metal.
HFSS™ can generally give accurate results once the user has

properly set up the simulation. Although this may seem trivial,
the user has many more options (compared to the other software
packages being investigated) to define materials but not all of
them lead to correct solutions. However, HFSS™ is the only
one (among the four frequency-domain software packages) that
has a full 3D eigenmode solver capable of producing accurate
and meaningful results.
On the other hand, in CST MWS and RSoft, it is straightfor-

ward to define the material parameters; the software automati-
cally blocks the parameter fields that conflict with one other. In
addition, once the input parameters are entered, their validity is
checked, with error messages appearing in the case of an unex-
pected input.

VII. CONCLUSION

For the first time, an exhaustive comparative study has been
made to investigate the use of well-known commercial fre-
quency-domain solvers for the modeling of metal-based THz
structures. Using the documentation provided by each of the
four EM software package vendors, and in consultation with
their technical support teams, various approaches to modeling
benchmark metal-based THz structures have been studied. As
suitable references, classical frequency dispersion models were
applied to define material parameters. Since few measured
results are available in the open literature for THz metal-pipe
rectangular waveguides [22], or their associated cavities, only
those for the spoof surface plasmon waveguide could be found
using time-domain techniques to give a limited means of
comparison [40].
While accurate verification measurements for this work are

highly desirable, in practice it is believed that this very impor-
tant task is not generally possible and so beyond the scope of
this study. The reason for this is that NIST-traceable standards
do not yet exist for frequency-domain metrology between 0.3
and 10 THz. Therefore, the corresponding measurement errors
at such short wavelengths are likely to swamp those found in
this numerical simulation study.
It has been found that the correct approach to selecting the

most appropriate boundary conditions, defining a material’s
parameters and being able to enter its real or complex values

within the software are not always straightforward. This paper
highlights intuitive and logical approaches that give incorrect
results and, where possible, makes recommendations for the
most appropriate solutions that have hitherto not been given in
Technical Notes.
This work has highlighted important weaknesses in

well-known commercial frequency-domain EM modeling
software packages currently being used for THz simulations. It
is hoped that existing software vendors will be able to address
these issues, by revising Technical Notes with unambiguous
user-input material parameter definitions (with all necessary
caveats) and/or ideally upgrading the software. With the latter,
there may be significant reluctance by vendors, due to the costs
associated with further software development.
While the use of time-domain solvers has been beyond the

scope of this work, the authors believe that similar challenges
to obtaining accurate results will be found.
It is believed that this paper gives, for the first time, a detailed

comparative insight into the most appropriate use of commer-
cial frequency-domain EM solvers for the numerical simulation
of arbitrary metal-based THz structures. As a result, newcomers
to the field of numerical EM simulators, as well as experienced
designers, will be able to predict the performance of passive
metal-based THz components with more confidence in the gen-
erated results.
Finally, the findings presented in this paper could act as a

benchmark for the comparison and development of existing and
future numerical simulation software intended for THz applica-
tions. However, while it is hoped that this study will encourage
the development of more accurate frequency-domain solvers
and help engineers and scientists design more accurate THz
structures, it also raises fundamental questions on the laissez
faire use of commercial EM software packages as an effective
validation tool in the absence of accurate measurements.
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