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Abstract

Implementing a fault-tolerant quantum computer is a challenging task, made difficult by system-
environment interactions and the low temperatures required for stable operation. The current state
of quantum computing, the Noisy Intermediate-Scale Quantum (NISQ) era, is characterised by quan-
tum processors with few, error-prone, qubits. As such, they are incapable of supporting circuits that
require large depths. This has invited interest in developing NISQ-era algorithms, often making use
of hybrid approaches where classical and low-depth quantum processors work in parallel. A popular
example, the Quantum Approximate Optimisation Algorithm (QAOA), is used for solving general
combinatorial optimisation problems.

In this work, we explore the application of QAOA in solving the Boolean satisfiability problem (SAT),
and its variant Not-All-Equal (NAE) SAT. We focus on regimes where the problems are known to
have solutions with low probability: the satisfiability ratio. While classical algorithms are known to
struggle solving problems efficiently near this threshold, recent work has shown a quantum advantage
afforded by QAOA. We develop novel encodings of SAT and NAE-SAT for QAOA, allowing us to
confirm the quantum advantage for SAT and establish a quantum advantage for NAE-SAT. In doing
so, we present new findings on the performance of QAOA for a range of these problems’ instances.



Acknowledgements

Firstly, I would like to express my gratitude to Dr. Roberto Bondesan, who has not only been an
encouraging supervisor throughout the course of this project but also a supportive mentor over the
past year. Additionally, I would like to extend my thanks to Dr. Herbert Wiklickly for his guidance,
particularly his invaluable writing advice.

Finally, thank you to my friends and family.



Contents

1 Introduction

1.1 Contributions . . . . . . . . . .
1.2 Ethical Considerations . . . . . . . . . . . . .
Preliminaries
2.1 Boolean Satisfiability Problem . . . . . . . . . . ... o0
2.1.1 Propositional Formulae . . . . . . .. .. ..o
2.1.2  Ek-SAT and k-NAE-SAT . . . . . .
2.1.3 Computational Phase Transitions . . . . . . . . .. .. ... ... ... ....
2.2 Classical Solvers . . . . . . . . .
2.2.1 DPLL . . . .
2.2.2  WalkSAT and WalkSATIm . . . . . . . ... .. ... . .
2.3  Quantum Approximate Optimisation Algorithm . . . . . . ... ... ... ... ...
2.3.1 Adiabatic Quantum Computing . . . . . . . . . .. ..
2.3.2 Trotterisation . . . . . . . . . L
2.3.3 Variational Quantum Eigensolvers . . . . . . . . .. .. ... . 0.
234 QAOA Procedure . . . . . . . ..
2.3.5  Choosing Hamiltonians . . . . . . . . . . .. .. ...
2.3.6 Barren Plateaus . . . . . . . . . ..
2.4 Representing Functions as Hamiltonians . . . . . . . . . ... ... ... ... ..
2.4.1 Boolean Functions . . . . . . . . . . ..
2.4.2  Real/Pseudo-Boolean Functions . . . . . . ... ... ... ... ... ...,
Related Work
3.1 QAOA Success Probabilities . . . . . . . . .. ...
3.1.1 Analytic Derivation . . . . . . . . ...
3.1.2  Empirical Validation . . . . . ... ... o
3.1.3 Benchmarking . . . . . . .. ..
3.2  Quantum Computational Phase Transitions . . . . . . . .. ... ... ... .....
3.2.1 Barren Plateaus in Training . . . . . . . . . .. .. .. 0oL
3.2.2  Accuracy of QAOA . . . . . . L
QAOA for k-SAT
4.1 TImplementation . . . . . . . ...
4.1.1 Problem Hamiltonian . . . . . . . . . .. ... oo
4.1.2 QAOA Procedure . . . . . . . . . ..
4.1.3 Efficient Classical Simulation . . . . . ... ... ... ... ... ... ...
4.1.4  Software . . . . . .. L e
4.2 Evaluation . . . . . . ..o
4.2.1 Success Probabilities . . . . . . . ...
4.2.2 Running Times . . . . . . . . . .
4.2.3 Benchmarking . . . . . . . ..o
424 Excessive Scaling . . . . . . ...



5 QAOA for k--NAE-SAT

5.1 Implementation . . . . . . . ...
5.1.1 Problem Hamiltonian . . . . . . . . ... ... ... ... ... .. ...
5.1.2  QAOA Procedure . . . . . . . . .
5.1.3 Efficient Classical Simulation . . . . . . .. .. .. ... ... ... ...
5.1.4 Classical Benchmarking . . . . .. .. .. ... ... .

5.2 Evaluation . . . . . . ..
5.2.1 Success Probabilities . . . . . . . ..o
5.2.2 Running Times . . . . . . . . . L
5.2.3 Benchmarking . . . . . . ... o
5.2.4 Excessive Scaling . . . . . . ..
5.2.5 Discussion . . . . . ... e

6 Conclusions and Future Work
Appendices

A General Representations of Boolean and Real Functions

A.1 Boolean Functions . . . . . . . . .
A.2 Real/Pseudo-Boolean Functions . . . . . . . ... ... . ...

Complete Results for k.-NAE-SAT

B.1 Success Probability . . . . . .. .
B.2 Median Running Times . . . . . . . . . . .
B.3 Benchmarking . . . . . . . ... o
B.4 Excessive Scaling . . . . . . ..

41
41
42
43
45
47
49
49
49
ol
o2
o4

56

58



Chapter 1

Introduction

The Boolean satisfiability problem (SAT) is the canonical NP-complete problem [1]. While this
means it is unlikely that a polynomial-time solving algorithm will be found, its wide range of appli-
cations invite interest in finding efficient enough algorithms [2]. This includes areas of: circuit design
[3], logic-based planning [4] and bug detection [5].

An instance of SAT is a Boolean formula consisting of n variables arranged in m clauses. Each
clause represents a constraint on the variables, and to solve SAT is to determine whether there exists
a variable assignment that satisfies all the constraints. When each clause is restricted to k variables
the resulting problem is known as k-SAT [6].

Of particular interest are instances with clause densities 1 = m/n that undergo computational phase
transitions [6]. The satisfiability ratio ry, describes a critical value of r beyond which instances are
unlikely to have any solutions. On the other hand, the algorithmic ratio a is a threshold beyond
which no classical algorithm is known to find solutions efficiently. Notably, it is known that the
algorithmic ratio is strictly smaller than the satisfiability ratio (ay < r)[7].

A natural place to search for algorithms to solve instances with a;, < r < r; is quantum comput-
ing. In particular, we consider the application of the quantum approximate optimisation algorithm
(QAOA) [8]. QAOA is designed to find approximate solutions to general combinatorial optimisation
problems. Its low circuit depth makes it an attractive candidate as an algorithm to be run on NISQ-
era quantum computers |9]. It is based on the trotterised adiabatic process and is an instance of a
Variational Quantum Eigensolver (VQE) [8].

The recent work of Boulebnane & Montanaro [10] explores the success probability and median running
time of QAOA on k-SAT instances, discovering a quantum advantage over classical algorithms. In
particular, they benchmark QAOA against a range of classical solvers and find that it outperforms
the best performing algorithm, WalkSAT1m [11]. In this project, we consider these heuristics and
study the performance of QAOA on a related problem: k-NAE-SAT. Here, in addition to satisfying
all constraints, the variables within a clause cannot all be assigned the same value [12].

1.1 Contributions

In this work, we:

e Derive novel encodings of k-SAT and k-NAE-SAT for QAOA that can be run on any gate-
based quantum computer and implement them in Qiskit [13]. Studying the cost of classically
simulating these, we introduce diagonalisations of our Hamiltonians that allow us to reduce
the effective time complexity from O(2¥k* N?1log N) to O(N), for a system size of N = 2".
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e Reproduce the results of Boulebnane & Montanaro [10], implementing an efficient simulator in
PyTorch [14], and confirm the quantum advantage of QAOA for 8-SAT over the best performing
classical solver WalkSAT1m.

e Produce novel success probability and median running time results of QAOA for 4-SAT and a
range of k-NAE-SAT problems. We also consider the scaling of these heuristics in the large p
limit and interpret their excessive scaling performance.

e Introduce WalkSATm2b2, a solver for k-NAE-SAT, that extends on WalkSAT1m and accounts
for the symmetry of the problem’s instances. We show that it outperforms WalkSAT1m on
E-NAE-SAT, yet that QAOA outperforms both solvers on a range of instances.

1.2 Ethical Considerations

This project has no legal or licensing concerns. The libraries being used are all open source and
freely available through a standard package manager.

Although solving satisfiability problems has a range of applications, including ones that could indi-
rectly be malicious, these are not direct consequences of work being done in this thesis.

Nevertheless, the consumption of electricity due to the simulations carried out in the course of this
project should be considered. While distributing and parallelising processes is powerful, it is easy
to overlook the environmental impact of such large scale compute. In particular, such speed ups
allowed for more experiments to be carried out than otherwise would have been possible.

Finally, no humans or animals were used in this project (this would require too many qubits to
encode anyways).



Chapter 2

Preliminaries

2.1 Boolean Satisfiability Problem

The Boolean satisfiability problem (SAT) is a combinatorial optimisation problem that seeks a sat-
isfying assignment for a Boolean propositional formula [1|. Simply, given a set of constraints on
variables, we ask whether there exists an assignment of values to these variables that satisfies the
constraints. This is defined formally in what follows, based on the work of Moore & Mertens [6].

2.1.1 Propositional Formulae

Definition 2.1.1. (Boolean variable) A Boolean variable x is a variable that can be assigned a truth
value of either v(z) = T orv(z) = L, under the assignment v.

Alternatively, and often for brevity, we consider Boolean variables as variables ranging over the values
{0,1} [15]. A value of 0 corresponds to the truth value L and 1 the truth value T. For a collection of
variables {xg, 1, ...,2,_1} their truth values can be succinctly written as the bitstring = € {0, 1}".

Definition 2.1.2. (Boolean literal) A Boolean literall is a Boolean variable x or its negation, denoted
.

The negation of a Boolean variable is simply another variable that takes the opposing truth value.
As such, v(—z) = T iff v(z) = L.

Definition 2.1.3. (Propositional formula) A propositional formula ¢ is a collection of Boolean lit-
erals {lo, ..., 1.}, conjunctions A\ and disjunctions V.

The truth value of a Boolean variable in isolation is not very expressive. However, the truth value of
a collection of these variables can be used to realise many real-world constraints. The connectives,
A and V, are used to represent situations where we may require combinations of variables to have
particular truth values, or mutually exclusive truth values.

Definition 2.1.4. (Truth value of a propositional formula) Recursively extending the notion of a
truth value:

e v(hNL)=T iffv(lh) =v(l) =T
e v(l1 Vi) =T iffv(lh) =T and/or v(ly) =T

Definition 2.1.5. (Satisfying a propositional formula) A propositional formula ¢ is satisfied by
assignment v iff v(¢) = T.

In the alternative representation, if the bitstring x (corresponding to the assignment v) satisfies ¢,
it is denoted as [15]:

z ko (2.1)



Example 2.1.1. Alice will only go to the shops if she can guarantee she’ll stay dry. She’ll stay dry if
and only if it doesn’t rain or the underpass is open. Let r be the Boolean variable such that v(r) =T
if and only if it is raining and p the Boolean variable such that v(p) = T if and only if the underpass
is open. The propositional formula d = —r \V p represents whether Alice will stay dry. If v(d) = T,
she will, if v(d) = L, she will not.

SAT considers a class of propositional formulas with the added structure of being in Conjunctive
Normal Form.

Definition 2.1.6. (CNF) A propositional formula ¢ is in Conjunctive Normal Form (CNF) if it
is a conjunction of m clauses \!_, ¢;, where each clause is a disjunction of k; Boolean literals

ki—1
C; = ijO lzg
By these definitions, it is clear that a propositional formula in CNF is satisfied if and only if all of its

clauses are satisfied. A clause on the other hand is satisfied if and only if any of its Boolean literals
are satisfied. Finally, we define SAT.

Definition 2.1.7. (Boolean satisfiability problem - SAT) Given a propositional formula ¢, in CNF,
does there exist an assignment v on ¢ such that v satisfies ¢ ¢

It is worth noting, any propositional formula can be converted into an equivalent CNF representation.
As such, this does not restrict the domain of problems SAT considers. An alternative structure,
Disjunctive Normal Form (DNF), which any propositional formula can also be written in, considers
a disjunction of clauses which themselves are conjunctions of literals (¢ = \/?:01 /\f:_o1 li;). However,
the SAT problem for DNF formulas is in P, meaning this formulation is of lesser interest.

Remark 2.1.1. While one might consider solving SAT by first converting the propositional formula
imto DNF, this is not generally possible in polynomial time. In the worst case, the equivalent DNF
structure is exponentially greater in size, requiring exponential time to construct. Converting to CNF
on the other hand can always be done in polynomial time [6].

Example 2.1.2. The propositional formula (x1 V —x3) A x3 is satisfied by the assignment v(x;) =
v(xg) = v(x3) = T, amongst others.

Example 2.1.3. The propositional formula x1 N\ —xq is unsatisfiable. A satisfying assignment would
require both x1 and its negation to be true. This is not possible since v(—xy) = —w(xy).

Example 2.1.4. The propositional formula (z1 V y1) A (22 V ya) converted to DNF takes the form:
(1 Vy1) A V) = (1 A (2 Vy2)) V(yr A(x2 V ya))

(ZEl A I V I VAN yg) V (y1 A ) V U1 VAN yg) (22)

(1 Aza) V(1 Ay2) V (Y1 Aw2) V (Y1 A o)

where we have used De Morgan’s laws to expand the terms [6]. This has 2° = 8 literals.

Example 2.1.5. In general, the propositional formula (z1V y1) A (x2V y2) A« A (2, V yy,) Tequires
2"t1 literals when converted to DNF' [6].

2.1.2 k-SAT and k-NAE-SAT

SAT is an NP-complete problem [1], meaning it is in NP and that any NP problem can be reduced
to it in polynomial time [6]. As such, many problems of interest can be solved by first representing
them as propositional formulae and then determining whether a satisfying assignment exists [2].
Similarly, by transitivity, showing that SAT reduces to an NP-hard problem allows the problem to
be classified as NP-complete. In particular cases, variants of SAT - that reduce to/from SAT - are
useful to consider as an intermediate reduction. A simple example of this is k-SAT, where there is a
constraint on the size of each clause [6].



Definition 2.1.8. (k-SAT) Given a propositional formula ¢ in CNF, where each clause has k literals,
does there exist an assignment v on ¢ such that v satisfies ¢ ¢

It is clear that £-SAT is an instance of SAT where each clause takes the form ¢; = \/5;01 lij.
Another example, and the focus of the latter part of this work, k-NAE-SAT, places a constraint on
the literals within a clause having the same truth value.

Definition 2.1.9. (k-NAE-SAT) Given a propositional formula ¢ in CNF, where each clause has k
literals, does there exist an assignment v on ¢ such that v satisfies ¢ and v does not assign all literals
within a clause to the same truth value?

Example 2.1.6. In the 2-NAE-SAT formulation, the propositional formula (x1V —x2) A (x3V x4) is
not satisfied by the assignment v(x1) = v(xz) = T,v(za) = v(xy) = L. It assigns both literals in the
first clause to the same truth value: v(zy) = v(—xg) = T.

In other words, k-NAE-SAT requires at least one literal to be true, and at least one literal to be
false, in each clause. Unlike k-SAT, k-NAE-SAT is symmetric with respect to flipping the assignment
values. This makes it especially useful when considering problems with a similar symmetry [6]. An
example of this is the Graph-k-Colouring problem. It asks whether the nodes in a graph can be
coloured with k colours such that no two connected nodes are the same colour. k-NAE-SAT can be
reduced to Graph-k-Colouring by representing the variables in a clause as a collection of connected
nodes. This is done in such a way that the nodes being colourable corresponds to the clause being
satisfiable. It is clear that this will only hold if the collection of nodes are not coloured the same
colour - equivalently, the literals in the clause are not all assigned the same truth value [6].

Figure 2.1: Valid 3-Colouring of the 'Petersen Graph’ [16].

2.1.3 Computational Phase Transitions

In this work, we consider solving randomly generated k-SAT and k-NAE-SAT problems. For each,
given a CNF formula of n variables and m clauses, we are interested in two quantities: the satisfiability
ratio and algorithmic ratio. We begin by making precise the notion of a random problem before
defining these quantities.

Definition 2.1.10. (Random CNF instance) A random CNF instance of n variables and m clauses
is denoted Fy(n,m). For each clause, with replacement, k variables are chosen with uniform
randomness from (Z) combinations. Each variable is randomly negated with probability p = 0.5 [6].

We are interested in regimes where Fj,(n,m) instances are unsatisfiable and describe these using the
notion of clause density.

Definition 2.1.11. (Clause density) Fi.(n,m) has clause density r = = [6].
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Experimental evidence suggests that there exists a threshold a., above which instances with clause
densities 7 > a. become unsatisfiable. Figure 2.2 explores this for 3-SAT and shows that unsat-
isfiability appears at a,. ~ 4.267. While this change occurs continuously, it becomes sharper as n
increases, suggesting that in the limit n — oo it becomes a discontinuous jump [6]. Formally, this
discontinuous jump is defined using the notion of satisfiability with high probability.

1.0 -oemeesnom

0.8 +

Pr(satisfiable]
o
[=2]

o
~

0.2

Figure 2.2: The probability that an F3(n,m) 3-SAT instance is satisfiable as a function of the clause
density «, for various values of n. Sample size varies from 10° for n = 10 to 10* for n = 100 [6].

Definition 2.1.12. (With High Probability) Fy.(n,m) is satisfiable/unsatisfiable "with high probabil-
ity” (w.h.p) if [6]
lim P[Fi(n,m) satisfiable/unsatisfiable] = 1 (2.3)

n—o0

Definition 2.1.13. (Satisfiability Ratio) The satisfiability ratio, ri(n), is a sharp threshold on clause
density v such that Fj,(n,m) instances are [0]:

Satisfiable w.h.p Ve >0 :r <ri(n) —e

24
Unsatisfiable w.h.p Ye > 0 : 1 > ri(n) + ¢ 24)
Although 74(n) is not known precisely for k£ > 3, it has been shown that |7]:
28 In(2) — O(k) < ri(n) < 2%In(2), for k-SAT (25)
2 11n(2) — O(1) < rip(n) < 27'In(2), for k-NAE-SAT '

While r(n) is dependent on n, it is conjectured to converge in the limit for fixed k [7].

Besides the satisfiability ratio, we are interested in problems that are satisfiable but cannot be solved
efficiently with currently known classical algorithms.

Definition 2.1.14. (Algorithmic Ratio) The algorithmic ratio, ay, is a sharp threshold on clause
densities r such that there are no efficient (polynomial time) known classical solvers for Fi(n,m)
instances [7].

No classical algorithm is known to find solutions efficiently beyond [7]:

2k
arp = — In(k), for k-SAT
k
k- (2.6)
2 1
ar = — In(k), for k--NAE-SAT



Combining 2.5 and 2.6, for k£ large, we draw our attention to the relationships:

rr(n) S kIn(2)  O(k) k1n(2)
ar — In(k)  2FIn(k) — In(k)
re(n) _ kIn(2) O(1) k1n(2)
o = In(k)  2F-1n(k) = In(k)

v

—1>1, for k-SAT
(2.7)
—1>1, for --NAE-SAT

This implies that there exists problems in between the satisfiability and algorithmic ratios. We aim
to explore QAOA’s use in solving problems within this regime.

2.2 Classical Solvers

Classical algorithms for solving SAT can be split into two main categories: Complete algorithms and
Stochastic Local Search (SLS) algorithms [11].

SLS algorithms are incomplete in the sense that they cannot determine with certainty whether a
given formula is satisfiable. However, in the regime of necessarily satisfiable problems, they are very
efficient, particularly for randomly generated instances. Their general approach consists of starting
with a random assignment and flipping variable truth values until a satisfying assignment is found.
Deciding which variables to flip is done through a combination of randomness or locally searching
the space of truth assignments to optimise a constructed heuristic.

2.2.1 DPLL

Davis, Putnam, Logemann, and Loveland (DPLL) is a standard example of a Complete algorithm
[17]. Its approach (Algorithm 1) is to choose a variable x, assign the two possible truth values to it
and recursively check if either of the two resulting settings is satisfiable. Setting v(x) = T satisfies
all the clauses containing x, while all the clauses containing —x must now be satisfied by another
variable within it. In the former, we can think of the formula shortening and in the latter the clause
shortening. If a clause becomes empty (i.e. all variables are given assignments that disagree with
the clause), then we have a contradiction and DPLL must backtrack. Finally, if every computation
leaf has a contradiction then the formula is certainly unsatisfiable.

It is clear that DPLL’s run time corresponds to the number of recursive calls made (nodes searched).
As such, an increase in backtracking corresponds to an increase in run time. When the clause density
is low, little backtracking is observed since each clause shares few variables with others. As a result,
the impact of setting a variable’s truth value in one clause is unlikely to cause a contradiction in
another and require a backtrack. However, as the density increases, so does the overlap in vari-
ables between clauses, causing more backtracking and recursive calls. Eventually, this becomes an
exponential amount [6].

2.2.2 'WalkSAT and WalkSATIm
In general, SLS algorithms select variables to flip based on optimising scoring functions.

Definition 2.2.1. (Make score) For a variable x in a Boolean formula ¢, make(z) is the number of
clauses that become satisfied by flipping x.

Definition 2.2.2. (Break score) For a variable x in a Boolean formula ¢, break(x) is the number of
clauses that become unsatisfied by flipping x.

An example of a maximised scoring function is

score(r) = make(x) — break(x) (2.8)

10
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Algorithm 1: DPLL Algorithm

Function DPLL(¢):
if ¢ empty then
L return true;

if ¢ contains an empty clause then
L return false;

Choose an unset variable x from ¢;
if DPLL(¢[v(z) = T]) then

L return true;

if DPLL(¢[v(z) = L]) then

L return true;

return false;

A focused random walk is an SLS approach that chooses variables only from clauses that are un-
satisfied. WalkSAT [18], is a popular example that employs a variable selection scheme (Algorithm
2) based on break scores. At each iteration, any freebie variables are flipped (variables with break
scores of 0). Otherwise, a Bernoulli random variable (controlled by noise parameter p) is sampled.
Depending on the outcome, a variable to be flipped is either chosen at random or amongst those that
have lowest (non-zero) break scores in the clause. WalkSAT solves tiebreaks (multiple variables with
optimal score) through random selection. We note the inclusion of a maz_ flips argument to account
for SLS being incomplete, avoiding the algorithm looping infinitely in the case of an unsatisfiable
formula.

WalkSAT1m [11], builds on WalkSAT, altering the tiebreak procedure to no longer be random. A new
scoring function is introduced as follows.

Definition 2.2.3. (7-satisfied) Given a Boolean formula ¢ and assignment «, a clause ¢ in ¢ is
T-satisfied iff under «, it contains exactly T satisfied literals [11].

As such, a O-satisfied clause is an unsatisfied clause, while > 1-satisfied clauses are satisfied. 1-
satisfied clauses are of interest as they are very unstable - flipping the variable corresponding to the
satisfied literal returns the clause to an unsatisfied state. Using this, the make score is generalised.

Definition 2.2.4. (7-level make) For a variable x in a Boolean formula ¢, make,(x) is the number
of (1 — 1)-satisfied clauses that become T-satisfied by flipping x [11].

It is clear that make; is equivalent to make. makes, whereas, is the number of clauses that move
away from instability - flipping = would make them 2-satisfied and so they can no longer be broken
by flipping exactly one variable. This corresponds to the number of variables that would have their
break scores decreased by flipping x.

WalkSAT1m introduces the Imake scoring function to be used in tiebreak situations (Algorithm 3).
Imake(x) = wy - makey (z) + wy - makes(x) (2.9)

where wy,ws are hyperparameters. The variable with the maximal /make score amongst those with

the minimal break scores is chosen to be flipped. This simple change allows WalkSAT1m to outperform

WalkSAT by orders of magnitude for £ > 3 and stems from the fact that tiebreaks occur in 40% and
30% of steps in 5-SAT and 7-SAT respectively [11].

11
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Algorithm 2: WalkSAT Algorithm

Function WalkSAT (¢, p, max_ flips):
Randomly assign truth values to all variables in ¢;
for ¢« = 1 to max_ flips do
if ¢ is satisfied then
L return the assignment;

Choose uniformly at random an unsatisfied clause ¢ from ¢;
if 3z € ¢ : break(z) = 0 then
L Flip the value of (the first such) z; // ’Freebie’

Sample X ~ Bernoulli(p);
if X then
L Choose uniformly at random x € ¢ and flip its value;

else

Choose uniformly at random x € argmin break(y) and flip its value;
yeEC

return No satisfying assignment found;

Algorithm 3: WalkSATIm Algorithm

Function WalkSAT1m(¢, p, mazx_ flips):
Randomly assign truth values to all variables in ¢;
for ¢« = 1 to max_ flips do
// As in WalkSAT
Sample X ~ Bernoulli(p);
if X then
L Choose uniformly at random x € ¢ and flip its value;

else
Choose uniformly at random = € argmax [make(v), where B = argmin break(y),
veEB yEc
and flip its value;

return No satisfying assignment found;

2.3 Quantum Approximate Optimisation Algorithm

2.3.1 Adiabatic Quantum Computing

The origins of QAOA lie in Adiabatic Quantum Computing (AQC), also known as Quantum An-
nealing [19].

The evolution of a quantum system under a time dependent Hamiltonian 7:[(t) is governed by
Schrodinger’s equation [20]:

d 2
i () = () () (2.10)

(where A has been set to 1).
Theorem 2.3.1. A physical system remains in its instantaneous eigenstate if a given perturbation is
acting on it slowly enough and if there is a gap between the eigenvalue and the rest of the Hamiltonian’s

spectrum. [21].
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Mathematically, define the instantaneous eigenstates and eigenvalues of 7:[(t =0) € CV*N by
H(t = 0) |\t =0) = Ex\(t =0) |\t =0) (2.11)
with N = 2" for some n € N, Eo(t =0) < E1(t =0) <--- < Exy_41(t =0).

Let |1(t = 0)) an instantaneous eigenstate of H(t = 0) for some A € {0,..., N — 1}, i..

H(t = 0) [t = 0) = Ex(t = 0) [¢)(t = 0)) (2.12)
fvt:0<t<T

>0 N>\
Ex(t) — E\(t 2.13
() *<>{<o v (2.13)
then [19]
lim |[(\,s=TlW(t=T))|=1 (2.14)
T—o00
Consider an interpolating Hamiltonian
Hat) = f()Hz + g(t)HrF (2.15)
between some initial Hamiltonian #7 and final Hamiltonian H 7, with boundary conditions
H Hy = f(0
A(0) =Tz = f(0) = 1,9(0) = 016

HA(T) =Hr = [(T) = Q(T) 1

By application of 2.3.1, preparing the system to start in the A eigenstate of Hz and evolving for
sufficiently large T' W1ll leave us in the A" eigenstate of Hy. If finding the A\ eigenstate of Hr
directly is difficult, then this provides an alternative method of calculating it.

Remark 2.3.1. H4 usually takes the form

Ha= (1 - —) Hs + Hf (2.17)

but any smooth f, g satisfying the boundary conditions are sufficient.

The necessary run time of the algorithm typically scales as [22]

T=0 (A7) (2.18)
where
Appin = min (0_(A), 04 (N))

0- = min B\ — Ex-y (2.19)

oy = o%ignTE’\H — E)
which reduces to Ay = 0_(A) for A= N — 1 and A, = 04 (A) for A =0.
However, this scaling means that in certain instances the required run time is

T = o(VN) = 0(2?) (2.20)

where we recall that N = 2". In other words, the running time scales exponentially with the problem
size and, as such, the algorithm can be inefficient [23].
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2.3.2 Trotterisation

Solving equation 2.10 gives rise to the unitary time evolution operator
U(t) = Te o HEH (2.21)

wherein 7T is the time ordering operator, that takes any product of operators and reorders them so
that each operator only has later operators to the left, and

[ (1)) = U(t) [(0)) (2.22)
where [¢(0)) is the system’s initial state [20)].

We are interested in accurate, yet practical, approximations of this operator. As such, we consider
the corresponding Riemann sum to remove the need for 7

k=1
N —i Y. 7H(at)
Ut) ~e i (2.23)

where the elapsed time ¢ has been discretised into k intervals of length 7 = t/k. Next, we apply the
Trotter-Suzuki Decomposition to rewrite the unitary as a product of operators.

Theorem 2.3.2. (Trotter-Suzuki Decomposition)
e"ATB) = eAreBT 1 O (2?) (2.24)
where x is a parameter and A, B are arbitrary operators with [A, B] # 0 [24].

Therefore, for small enough 7 [25]:
k—1

Ut) = [ e ™enr (2.25)
a=0
For a system governed by the Hamiltonian described in 2.15

k—1 k-1
Z/A[A(t) ~ H e—i’HA(aT)T _ H 67’i(f(aT)HI+g(aT)H]:)T (226)
a=0 a=0

By a second application of the decomposition (2.3.2)

k-1
Ua(t) = [[ e/ e Mremimolerir = 1, (8 7) (2.27)
a=0

This approximation is exact in the limit

~

Ua(t) = Hm Uy (t;7) (2.28)

7—0

~

U(t;7) is denoted the trotterised form of Ux(t).

2.3.3 Variational Quantum Eigensolvers

The Variational Quantum Eigensolver (VQE) [26] is a quantum algorithm used to find the ground
state (eigenstate with lowest corresponding eigenvalue) of a physical system governed by Hamiltonian
H. Solving such a problem has many uses in quantum chemistry and condensed matter physics [27].

Theorem 2.3.3. (Variational Principle) Let |Ao) the ground state of H such that H |\o) = Ao |Xo)-
The expectation of H, for arbitrary state |p)

(@H|¢) > (Mol H[Xo) = Ao (2.29)
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Proof. Let |¢) an arbitrary state. Assume w.l.o.g that it is normalised. The eigenstates of # form a
basis of the N-dimensional Hilbert space, allowing us to decompose

N-1

) = Z ¢i |Ai) (2.30)
i=0
where 7 |\;) = Ai [\;). Now
N-1 N-1 N-1
i,j=0 i=0 i=0
by |¢) normalised. O

VQE makes use of this lower bound by recasting the search for the ground state as a minimisation

—

problem. It prepares a state using a parameterised quantum circuit (PQC), where the unitary U(6)
represents its action

— —

[4(0)) = U(0) |0) (2.32)
The goal is to find B o
0" = arggnin ((0)[H[(6)) (2.33)

Where the state [¢(6%)) is (close to) the ground state.

2.3.4 QAOA Procedure
Inspired by the above, QAOA aims to maximise an objective function

c:{0,1}" - R (2.34)
where {0, 1}" is the n-dimensional vector space of bitstrings.

Definition 2.3.1. (Hamiltonian representation of a function) A Hamiltonian 7:lf represents a func-
tion f if:
Hylz) = f(z) |z) (2.35)

for x € {0, 1} with corresponding computational basis state |z) [28].

If we represent C by some Hc then finding

C 2.36
,ax C(z) (2.36)
corresponds to finding
H 2.37
e (z|Helz) (2.37)

by (z[Helz) = (z[C(z)|z) = C(z) (z|z) = C(z).

In other words, in order to maximise the objective function, we seek the highest energy state of He.
Drawing inspiration from AQC (2.3.1), we consider the effect of initialising our system in the highest
energy eigenstate of some simple Hamiltonian Hp and evolving slowly such that the system is finally
governed by He. QAOA approximates this adiabatic process by trotterising the unitary evolution
(2.3.2) and applying VQE (2.3.3) principles (where we note that finding the highest energy state of
He is equivalent to finding the ground state of —7:[0).
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Consider a mizer Hamiltonian Hp and problem Hamiltonian He that represents the objective function
to maximise. Let

H(t) = f(t)Hs + g(t)He (2.38)

with boundary conditions

H(0) =Hp = f(0) =1,9(0) =0

. (2.39)
H(T)=He= f(T)=0,9(T) =1
The corresponding unitary evolution operator is trotterised (2.27) as:
k—1 A A
U(t) ~ [ eironseimotanite (2.40)
a=0
then discretised and re-parameterised to form
p—1
Ugaoa = | [Us(B:)Ue () (2.41)
i=0
for some p € N, denoted as the depth of the QAOA circuit, and unitary operators
Us(B;) = e‘zﬂjﬁB
5(5) (2.42)

Uc(y;) = e te

Te—i [drH(T)
H(t)=(1

T) I}_.u } TIHIC-

Analog
Adiabatic

/A7)
Hﬁ—'t'[l—rj}.-’_\.THM H—'ETJ&THC I
J'=l K o o

Simulated

Adiabatic
‘[)
HH—MH,«; e—inte
=1 R

QAOA

Figure 2.3: Conceptual analogy for comparing analog (continuous) adiabatic, simulated (discretised)
adiabatic evolution and QAOA (discretised and re-parameterised) as a path through state space [29].

The QAOA algorithm involves repeating the following procedure:

1. Preparation of the highest energy state |s) of Hp
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2. Applications of the mizing Uy and problem Ue unitaries to form

p—1
2.8), = [T Us(B)Ue () |s) (2.43)
1=0
3. Calculating A
Fy =y, 8| He |v.8), (2.44)

and updating 7y = 71,...,7p and 8 = B,..., 3, in order to maximise F,.

Let
M, = max F, (2.45)
.8
We note that
My > M, (2.46)

because increasing the depth of the circuit only increases the size of the accessible Hilbert space.
By adiabatic considerations [8]:
lim M, = max C(z) (2.47)

p—00 ze{0,1}n

2.3.5 Choosing Hamiltonians

While it is clear that our problem Hamiltonian Hc should represent our objective function (we explore
how to do this in 2.4), it is not immediately obvious what form our mizer Hamiltonian Hz should
take.

Theorem 2.3.4. [7:[A,7:[B] =0 = Ha, Hp share a common eigenbasis.
Proof. Let |a) an eigenstate of H 4 with eigenvalue a.
[Ha, Hp] = 0= [Ha, Hp]|a) =0
= (7‘1,47‘13 — 7‘137‘1/\) |CL> =0
= HaHp|a) —aHpla) =0
= Ha(Hpla)) = a(Hp|a))

(2.48)

Le. 7:43 |a) is also an eigenstate of H 4 with eigenvalue a. If H 4 has a non-degenerate spectrum then
Jb : Hpla) = bla), and if not then a linear superposition of {|a;) : Ha |a;) = ala;)} can be found
that is an eigenstate of Hp. n

As such, it is important that the mizer Hamiltonian Hp is chosen to not commute with the prob-
lem Hamiltonian Hc. Otherwise, only the global phases of states in the circuit would be affected.
Explicitly, if the Hamiltonians commute then

p—1 p—1 A A
[]ts(8)Ue () 1s) = [T e e % 3™ sy A)
=0 =0 A

p—1

[T e oy o

=0 A
—1

5)

=S

e~ BN o =15

0

S

J/

~
global phase
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where we have expanded [s) = >, s\ |)\) in the shared eigenbasis: He [A) = A |A), Hp [A) = A |A).
Global phases would result in no impact to the measurement outcomes and make QAOA inexpressive
(unable to explore the Hilbert space).

While not necessary, many QAOA algorithms on n qubits choose
He =) X, (2.50)
j=1

where X is the multi-qubit Pauli-X operator acting on the j* qubit [8].

The corresponding unitary operator
. - —BY X, "
Us(B) = e M8 = =7 = Heﬂﬁx' = HRXj(Qﬁ) (2.51)
j=1

j=1

Where Rx, () is the operator corresponding to a rotation of the 4" qubit by 6 about the x-axis on
the Bloch sphere and we’ve used the fact that [X;, X;] = 0.

Hp's highest energy state is

[+ = > |x) (2.52)

whose form as a uniform superposition of the computational basis states makes it an intuitive choice
as a starting point. However, other Hamiltonians can be used, including ones that encode hard
constraints [30].

2.3.6 Barren Plateaus

Barren Plateaus are a significant issue faced in the training of Variational Quantum Algorithms
(VQASs), such as QAOA, or more generally VQEs (2.3.3) [31]. This term describes the phenomenon
where the process of parameter optimisation halts at a sub-optimal set of values (a local minimum).
This occurs when the training landscape is flat such that no descent direction can be found: a plateau.

Definition 2.3.2. (Ansatz) An ansatz is a quantum circuit parameterised by variable angles, it is
expressed as a parameterised unitary for some D € NT

U =] vi)w; (2.53)

where {W;}IL, is a chosen set of fived unitaries and U; = e~V

and generated by Hermitian operator V;.

is a rotation parameterised by 0,

Definition 2.3.3. (VQA cost function) A VQA cost function takes the form
Cypt = TrHU(0)pU(0)') (2.54)
where p is an n-qubit input state, H a Hermitian operator and U(0) takes the form in 2.3.2.

If p=|¢) (¥|, a pure state
Tr[HU(0)pU(0)'] = (v|U (@) HU(0)]¢) (2.55)

We recognise that this is the form of the QAOA objective function (2.37), and that the QAOA circuit
takes the form of an ansatz. As such, we consider the following results derived in the work of Holmes
et. al [32].
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Theorem 2.3.5. (Average of gradient) For a generic ansatz of the form 2.3.2, and cost function
C, u of the form 2.3.3, the average of 0,C), u over all parameters 0 vanishes [32]

Eg[0uCpi] = 0 (2.56)

where C (0>
9 — 9Cpn(6) 2.
ka,H Qk ( 57)

Theorem 2.3.6. (Deviation of gradient) For 6 > 0 [32]

Var|o,C
P(0Cy] 2 8) < L0RCer) (2.58)
where
Var[(?kC'p,H] = EQ[(aka,H)2] — IEQ[E?ka,H]Q (259)

This means that if the variance of partial derivatives is small for all 8, then the probability that
the partial derivative is non-zero is also small for all ;. Such a situation is susceptible to Barren
Plateaus during optimisation. In particular, this occurs in ezpressive circuits consisting of multiple
unitaries that allow a large part of the effective Hilbert space to be explored [32]. We consider the
effects of Barren Plateaus in QAOA in Section 3.2.

2.4 Representing Functions as Hamiltonians

The notion of representing a function with a Hamiltonian was introduced in 2.3.1. In this section,
we explore this further, focusing on objective functions of the form

c:{0,1}" >R (2.60)

The results derived will allow us to encode SAT problems into our QAOA problem Hamiltonian.

2.4.1 Boolean Functions

Definition 2.4.1. (Boolean function) The class of Boolean function on n bits takes the form

B, :={f:{0,1}" - {0,1}} (2.61)

We begin by representing f(z) = 1 and g(z) = 0 respectively:

Hy =1
I (2.62)
H, =0

Where I is the identity operator and 0 the null operator.

It is clear that

Hylz) = 1x [z) = |z)

Hylz) =0 x |z) = 0 (2.63)

Next, we represent h;(z) = z; where x = wx;...2,_1, making use of the Pauli-Z operator Z =
|0) (0] — |1) (1]. We consider the multiple qubit version
Z;:=1%0"Y @ 7 ® "9 (2.64)

whose application gives
Zjlz) = (=1)7 [z) = (1 — 2z;) |z) (2.65)
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Letting Hy,, == (1 — Z;) |z)
~ 1
M, lz) = 5(1 = (1 = 225)) |z) = 25 |z) (2.66)

It is clear 7:[hj represents ;. Combining these together, the following composition rules can be
derived.

Theorem 2.4.1. Let f,g € B,, represented by 7:[f, 7:[g, then [28]:

o’?:[ﬁfZH—'}A[f oﬂf@gzl;':[f-f-?:[g—Qﬂfﬁg
° ﬂf/\g:?:[f/f:[g ] 7:[f:>g=I[—7:[f+7:[f7:[g
] ﬁfvg:’}:lf—i-?:[g—?:[f’}:lg ° 7:laf+bg:a7:lf+b7:lg

In cases where it is inefficient or difficult to express a function as a composition before finding its
representation, more general results exist in terms of Fourier coefficients (see Appendix A).

f(z) Hy f(z) Hy
_.I_

x 11z 1+1z

J
8
N | =
N |#—=

I — Zy;

P
&

<,

N

N

T1 D X9 %I — %leg
1

(2

<.
Il
—

>
K
<

X1 N\ X9 i[ — i(Zl + Zg — 21Z2)

.
Il
—

L0 2)
- 3110+ 2)

T1To §] + zll(Zl + Zy — leg) T1 = T2 %I -+ Z(Zl — Zy + 21Z2)

<=
&
o

(Zh+ Zy + Z1 Z5)

=

T \/1’2 %]

<.
I
—

Table 2.1: Basic composition rules.

2.4.2 Real/Pseudo-Boolean Functions
In many cases, functions of interest take the form of a (weighted) sum of Boolean functions. We will
find that it is useful to be able to express these.
Definition 2.4.2. (Real function) The class of Real functions on n bits take the form

R, :={f:{0,1}" - R} (2.67)
Theorem 2.4.2. Every g € R, can be written (non-uniquely) as the weighted sum of Boolean

functions [28]:
=Y wifa) (2.69

where f; € By<n (i.e. acts on a subset of the bits) and w; € R.

Taking B,, as the elements of a real vector space, they form a basis of R,, for each n. As such, the
terms f;,w; above are effectively basis vectors and their corresponding coefficients in the expansion
of the given Real function g. A Real function in this representation is termed Pseudo-Boolean.
Theorem 2.4.3. Let g € R, a Pseudo-Boolean function, its representing Hamiltonian takes the
form [28]:
Hy=> wily (2.69)
J

where 7:[fj is the representing Hamiltonian of f; € B,.
We will find that the objective functions of k-SAT and k-NAE-SAT take Pseudo-Boolean forms.

20



Chapter 3

Related Work

3.1 QAOA Success Probabilities

The recent work of Boulebnane & Montanaro [10] explores the success probability of fixed angle, con-
stant depth QAOA for solving k-SAT. While QAOA is often used for finding approximate solutions,
this work examines its application as an exact solver. Namely, the authors consider repeatedly run-
ning QAOA until a measurement outcome on the output state corresponds to a satisfying assignment.

This translates into an exact, yet incomplete, algorithm for solving SAT. If no satisfying assign-
ment exists then no measurement outcome will be a solution and the algorithm will infinitely loop.
Nevertheless, incomplete solvers are common in classical algorithms (2.2.2) and are either run on
necessarily satisfiable instances or with a finite limit on the number of attempts.

In this section, we summarise their findings and introduce relevant definitions.

Definition 3.1.1. (Random k-SAT generation). Let k € Nt and r > 0. A random k-SAT
o~ CNF(n,k,r) instance is constructed as follows [10]:
e Sample m ~ Poisson(rn)

o Generate o := NIy 01, o ~ Fi(n,m) as in 2.1.10

An assignment z € {0, 1}" satisfying o is denoted as
ko (3.1)

Definition 3.1.2. (Random k-SAT QAOA). Let k,n € Nt r >0 inag~ CNF(n,k,r)

Hoo= ) Hiefo...om—1}:z¥ o} |a)zl (3:2)

z€{0,1}"

represents the objective function counting the number of unsatisfied clauses in o. For each m' €
{0,...,m—1}

{Hy =m'} = > |zXz| (3.3)

ze{0,1}"
[{7€{0,....m—1}:zFo;}=m'

denotes the orthogonal projector onto the eigenspace of 7:12 with eigenvalue m'. For (3, € RP

p=l fiﬁ—jnile Y
}\II(§717 Q>> = He 2 = efTJng |+>®n (34)

=0

<
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denotes the state prepared by p-layer QAOA for the problem defined by 7:[2. Here

[+)&" = ¢— >z (3.5)

ze{0,1}"

18 the equal superposition across all possible bitstrings.

In particular {’;‘—Alg = 0} denotes the orthogonal projector onto the space of satisfying assignments.

An ideal QAOA algorithm prepares a state entirely within this subspace, resulting in measurement
outcomes that are only satisfying assignments. For states that are not entirely within this subspace,
we consider the probability that a measurement outcome is a satisfying assignment.

Definition 3.1.3. (Success probability) Let k,n € N*,r >0 in g ~ CNF(n,k,r) and 3,7 € RP

Psuec(B,7.0) = (¥(B.7.0)|[{He = 0} ¥(B,7,0)) (3.6)

For brevity this is denoted as just pgue.(c). Optimising the parameters within the QAOA procedure
corresponds to maximising the success probability.

3.1.1 Analytic Derivation

Boulebnane & Montanaro prove the following result on the expectation of pg,.. over randomly gen-
erated k-SAT instances.

Theorem 3.1.1. (Average-case success probability of random k-SAT QAOA) Let q,p € Nt and
B,7 € RP. For k =2%n € N and v sufficiently small (constant independent of n)

i, 108 Boroxpinin (o)) = FE)+ -1 3 (50 (37)

n—oo 1 Ra
aC[2p+1]

2p+1]={1,...,2p+ 1} and z* € C2""" s the unique fized point of

CQQp-Q—l N CQQp-Q—l

_ (3.8)
(2a)acizp1) (—k(aaF((za’)a’C[ZpH}))k 1)aC[2p+1]
wherein
F.C™" L
1 1 (3.9)
F((2a)acip+1)) — log Z bs exp 2 Z (—Ca)*za
s€{0,1}2p+1 aC[2p+1]
Vj,j’Ea:Sj:sj/
where
1 N Llsj=sj+1]+1[s2p—j=s2p—;—1] L[s;#sj1]+1[s2p— j#82p—j—1]
b := 5(—1)1[807&%] H (cos %) (z sin BJ)
J€lp] o (3.10)
¢ = (—1)'=d T (e‘TJ - 1) I1 (eT_ - 1)
JEa,j<p JjEa,j>p

1 is the indicator function.
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The result in 3.1.1 is dependent on fized p € N* and 3, € RP. In other words, a QAOA circuit with
predetermined depth and angles that are independent of the actual problem instance . While this
is advantageous, as it does not require re-training of the parameters, it gives a pessimistic estimate
of the performance of QAOA. It also does not optimise for different values of n, adding an additional

source of inaccuracy. Finally, calculating the unique fixed point is an expensive computation with a
complexity of O(2%11).

Nevertheless, this provides an important heuristic to predict the performance of QAOA. In particular,
the authors show that the success probability is closely related to the running time of the algorithm.
As such, a quantum advantage can be achieved if the running times corresponding to this analytic
result are shown to outperform classical solvers. We explore these heuristics in the section below, as
well as our own work later in the thesis.

Their proof relies on the use of generalised multinomial sums which considers expressions of the form

(Z xj> (3.11)

The expected success probability of fixed-angle k-SAT QAOA can be cast as such a sum. Its leading
exponential contribution is estimated with the use of a saddle point method that requires  is small.
However, the bound on + is not straightforward, and while the authors prove that it is unique and
exists, they do not provide an immediate representation of it.

The derivation of their results is involved and beyond the scope of this thesis.

3.1.2 Empirical Validation

Boulebnane & Montanaro validate the derived result by examining the performance of QAOA on
instances near the satisfiability threshold r» ~ 7. In each case, the parameters S and ~ are selected
by training on a subset of 100 instances. A larger set of size 10000 is then used to evaluate the
empirical success probability.

Definition 3.1.4. (Empirical success probability) Given the ensemble {o; : ¢, ~ CNF(n,k,r)}'~,
the QAOA empirical success probability is defined as

v—1

1
Asucc == suce\Y; 3.12
p U;Op (o) (3.12)

In this case v = 10000. For k =8, p € {1,2,4,8,30,60} and n € {12,...,20}. They find that the
predicted and empirical success probabilities closely agree, as in Figure 3.1. This provides confidence
in the derived result.

We note the choice of parameters: the values of n are such that all QAOA states can be calculated
exactly and so classically simulated while the choice of k fits the requirement (3.1.1) that k = 29
for some ¢. In particular, £ = 16 would result in instances that are computationally expensive to
analyse while k = 4 is a regime that classical solvers are very performant in [11].

3.1.3 Benchmarking

Following confidence in the derived analytic result, Boulebnane & Montanaro carry out a series of
benchmarking experiments to investigate the potential of QAOA in solving k-SAT problems.
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Mean success probability
o
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Figure 3.1: Success probability for k& = 8, varying p. Points are empirical results pgy.. with solid lines
fitted. Dashed lines are pgy.. predicted by theory [10].

3.1.3.1 Running Times

Definition 3.1.5. (Instance running time) The running time of a random k-SAT QAOA instance r,
18 defined as the number of bitstrings that have to be sampled from the final quantum state ‘\1’(@, s Q)>
before one is a satisfying assignment of o.

Definition 3.1.6. (Median running time) The median running time of a random k-SAT QAOA
Medgcnpnkr)|rel is defined as the median of instance running times {r, : 0 ~ CNF(n,k,r)}.

The median is used as a benchmark, rather than expected or maximum running time, to mitigate
the effect of problem instances that are unsatisfiable. In such cases, it is clear that the instance run
time will be infinite, causing the expected run time to be so too. It is also a common method to
benchmark classical SAT solvers; allowing for easier comparison [33].

The expected success probability gives a lower bound on the median running time.

Lemma 3.1.1.

1
Med.. kT = 3.13
e~ ONE(mk, )[ 7] 2IEQNC’NF(n,k,r) [psucc(g)] ( )
Proof. Let m,, the median success probability
Eg[ succ(g>] = Z Pr(Q)psucc(g)
= Z Pr(g)psucc(g) + Pr(Q)psucc(g)
O Psuce (g)<mp O Psucc (Q)Zmp (3 14)
> Y Pr(0)pauelo)
T:Psuce(a)>my
1
Z §mp
It follows 9
Eg [Pouce(0)] ™ < — < 2Med,[r,] (3.15)
ol m, a|Ta
where we have used Jensen’s inequality for medians [34]. O
The authors assess the relationship
MedgNCNF(n,k,r) [rg] ~ [EQNCNF(n,k,r) [ succ (Q)H_l (3 16)

in more detail for £ = 8, by considering the empirical median running time.
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Definition 3.1.7. (Empirical median running time) Given the ensemble R = {g, : g; ~ CNF(n,k,r)
the QAOA empirical median running time Medyer|r,| is defined as the median of the corresponding
running times {rq, : 0; € R}.

Again, the ensemble size is v = 10000 and r ~ r,. As shown in Figure 3.2, they observe that for
small p, the two measures are well aligned, while the slopes differ for larger p. They hypothesise that
this is due to the procedure used in selecting the QAOA parameters 3, .

Running time
M

Figure 3.2: Empirical median running time Med,cg[ry] (solid line) compared with running time
estimated from average success probability [E,wcn k) [Psuce(c)]] ™! (dashed line) [10].

3.1.3.2 Classical Benchmarking

The authors compare the median running time of QAOA for p = 14 and p = 60 to different classical
algorithms for £ = 8. The instance running time for classical solvers is defined as the number of
evaluations of the Boolean formula made during solving. As seen in Figure 3.3, QAOA with p > 14
outperforms the classical solvers.

4
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Figure 3.3: Median running times of selected quantum and classical algorithms [10].

3.1.3.3 Scaling Exponents

We are interested in the scaling of QAOA’s performance (with respect to the problem size n),
particularly in the large n limit. This is considered formally in 3 contexts as follows.

Definition 3.1.8. (Predicted scaling exponent)

o1
Cp,k (é» 1) = — lim — 10g ]EQNC’NF(n,k,T’)[ succ(g)] (317)

n—oo M
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Upon rearrangement:
EUNCNF(nk:r)[ succ( )] ~ 27 nCrx(B) (318)

Definition 3.1.9. (Empirical success probability scaling exponent) Given the ensemble {o; : o; ~

CNF(n, k, )}, C’M(ﬁ, 7) is such that

psucc = Zpsucc - 2_nép’k(é7l) (319)

Definition 3.1.10. (Empirical median running time scaling exponent) Given the ensemble R = {o, :

o, ~CNF(n k,m)}/=), Cpr(B,7) is such that

Medyep|ry) = 2"Cr(82) (3.20)

Since
hrgo ﬁsucc = EQNCNF(n,k,r)[ succ(g)] (321)

v—r

and the results in the previous section show

MedgNCNF(n,k,T) [rg] ~ [EQNCNF(n,k,r)[ succ(g)]]_l (322)
we expect
Coi(B,7) = Cpn(B,7) = Cpi(,7) (3.23)

To this end, Boulebnane & Montanaro focus on these induced exponents in comparison to WalkSAT1m,

the classical solver found to have the lowest median running time (3.3). The experiments were carried
out for n € {12,...,20}, k =8 and

Cyi(B,7) for p < 10 (3.24) Coi(B8,7), Cpi(B,7) for p < 60 (3.25)

The authors observe (3.4) that C)x(3,7) and C,, k(B,7) closely agree. However, C, k(3,7) diverges.
They also attribute this to the 8 and 7 selection procedure. Nonetheless, in all 3 cases, they find
an advantage over WalkSAT1m. In particular, they calculate the scaling of WalkSAT1m from Figure
3.1.3.2 and find regimes of p for which the scaling exponents of QAOA are smaller.

®  Analytic
¢  Numerical (inverse probability)
¢  Numerical (median running time)

Exponent

Figure 3.4: Comparison of scaling exponents Cyx(53,7), Cy, k(ﬁ 7) and C’p k(3,7). Dashed black line
is empirically estimated median running time of WalkSAT1m. Dashed blue line is fitting based on all
p and solid blue line is fitted on p < 10 [10].
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3.2 Quantum Computational Phase Transitions

The recent work of Zhang et. al [35] explores phase transitions (2.1.3) and Barren Plateaus (2.3.6),
within the context of QAOA for k-SAT and 1-in-k-SAT™.

Definition 3.2.1. (1-in-k-SAT" ) Given a propositional formula ¢ in CNF, where each clause has k
positive variables (no negations), does there exist an assignment v on ¢, such that v satisfies ¢ and
v assigns exactly one variable true in each clause.

In particular, the authors focus on instances where k = 2 and k = 3 as this allows for comparison
between the complexity classes (2-SAT, 1-in-2-SAT™* €) P and (3-SAT, 1-in-3-SAT* €) NP.

3.2.1 Barren Plateaus in Training

Zhang et. al study the relationship between Barren Plateaus and QAOA’s ability to solve SAT
problems. To do so, they consider different clause densities m/n and evaluate the gradient of the
cost function on random choices of circuit parameters. The following standard deviation (SD) is
introduced:

[SD(0:C (v, 8)] (3.26)

where 0,C(v, ) is the partial derivative, with respect to parameter i, of C(v, 5) = (1,@\7:[@]1, B),
(2.37). This allows situations where the variance of the gradient vanishes (and Barren Plateaus are
expected) to be easily identified.

The results in Figures 3.5a, 3.5b clearly show that for all problems [SD(@lC('y, B))] ' has a clear peak
at some critical clause density m/n. In general, this isn’t the same as the satisfiability threshold,
except for 1-in-3-SAT*. This indicates that there is an algorithmic threshold (2.6) for quantum
algorithms that is different to that of classical algorithms and to the satisfiability threshold.

3.2.2 Accuracy of QAOA

The authors also investigate the accuracy of QAOA in solving SAT problems via the approximation
ratio. They compare this to the approximation ratio of the MWIS algorithm [36].

Definition 3.2.2. (Approximation Ratio) r < 1 is the ratio between the number of clauses satisfied
by a solution and the mazximum number of clauses that can be satisfied.

For QAOA, the approximation ratio is found by measuring the output of the circuit 10 times, finding
the approximation ratio of each outcome, and keeping the highest amongst the results.

Figures 3.5¢, 3.5d show that as p increases, QAOA’s approximation ratio does too. On the other
hand, as expected, an increase in the clause density corresponds to a decrease in the approximation
ratio. However, the decay is rather slow and supports the robustness of QAOA. For MAX-1-3-SAT™,
they identify a clear quantum advantage at around p ~ 16. For MAX-1-2-SAT™ advantages appear
for an even shallower depth of p ~ 8 [35].

Zhang et. al also recast each optimisation problem as a decision problem by setting a threshold
Ey, = 0.5 on the number of satisfied clauses. The instance is considered satisfiable iff the number
of clauses the solution satisfies is greater than FEy,. The probability of successfully classifying the
instance for fixed clause densities is analysed. The results of this are seen in Figures 3.5¢, 3.5d. As
expected, the success probability increases with p. The areas of low success observed are remnants
of the classical empirical hardness and are different from the Barren Plateau difficulties investigated
in the previous set of results [35].
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Chapter 4

QAOA for k-SAT

The main aim of this section is to independently reproduce the results of Boulebnane & Montanaro
[10] and gain confidence in our approach before analysing the k-NAE-SAT problem. To do so, we
derive an encoding of k-SAT for QAOA and evaluate its performance on a range of problem instances.

4.1 Implementation

We begin by deriving a formulation that is implementable on any gate-based quantum computer and
provide an implementation of the result using Qiskit [13]. In addition, for the purposes of efficient
large-scale simulation, we consider a diagonalisation of our encoding and produce a corresponding
performant PyTorch [14] procedure.

4.1.1 Problem Hamiltonian

As introduced, QAOA aims to maximise an objective function through its representing Hamiltonian.
In the case of k-SAT, the aim is to find a satisfying assignment. This corresponds to maximising the
number of satisfied clauses, or equivalently, minimising the number of unsatisfied clauses. We follow
conventions in 3.1 and apply the results derived in 2.4 to represent this objective. First, we recall
the definition of a random k-SAT instance.

Definition 4.1.1. (Random k-SAT generation). Let k € N* and r > 0. A random k-SAT
o~ CNF(n,k,r) instance is constructed as follows:

e Sample m ~ Poisson(rn)
m—1 k—1

e Generate g ~ Fy(n,m) as in 2.1.10, where 0 := N 03, 05:= \/ lo,,
i=0 =0

ly,. is a Boolean literal l,,. = x,,. or -z, and o;; € {0,...,n — 1} is an index into the n variables.
() ij ij ij J 9 I

An assignment z € {0, 1}" satisfying ¢ is denoted as
ko (4.1)

Minimising the number of unsatisfied clauses corresponds to minimising:

m—1

Colz) =) Mz ¥ o} (4.2)

1=0

where z € {0,1}" encodes variable assignments and 1 is the indicator function.

29



Example 4.1.1. Let g = (2o V 21 V 2x2) A (29 V 23 V x4). C,(01100) = 1

This is a CNF formula of 5 variables, 3 variables per clause and 2 clauses.

The assignment v(zg) = v(x3) = v(zrg) = L, v(z1) = v(x2) = T corresponds to x = 01100.
1{z ¥ o,} =0 because v(xgV 1V —x3) = v(xo) Vo(r1) Vo(—me) = LVT VT =T.
1{z ¥ o,} =1 because v(xg V 23V x4) = v(x0) Vo(23) V() =LV IVI=1.

We identity C, as a Pseudo-Boolean function. By Theorem 2.4.3 its representing Hamiltonian takes
the form

m—1 m—1
,;':LCz = Z 7:[]1{@;‘01-} = Z 7:[—\01- (43)
=0 =0

where Hy ., represents each clause and can be written as H-,,. This is because each clause can
be treated as a Boolean function

o; - {0,1}" — {0,1} (4.4)
such that
1 2k o
\X) = - 4.5
7(2) {O o (4.5)
By De Morgan’s law: R )
Ho =H S(Vid ) = 7-[/\ o, (4.6)

Applying composition laws (2.4.1):

k—1
" H”Hﬁlc =[Ja-%.,,) (4.7)
7=0

Recalling (2.1) H;, = 5(I— Z;) represents f;(z) = x; and Hy, = s(I+ Z;) represents f;(z) = —a;, we
combine these to derive that:

~ 1 1
Hlf’z’j = 5]1 + So-ijazo—ij (48)
represents l,,., where s, = —1 for positive literals l,,, = z,,, and s,,, = 1 for negative literals

ly;; = 7o,,. Putting this together, we find:

- k-1
oo, H (]I—’Hl(, ):H (I[—%]I S0 %) 2kH — 50, Zo) (4.9)

J=0
Expanding, and ignoring constants as this is a function being mmlmlsed, we arrive at:

k—1
Hoy, = ( Zsawz%+zsa SowZowZoy = O SowSewSewLanLay Lo - - ) (4.10)

b>a c>b>a

Example 4.1.2. Let 0; = 2, V 2, V x, this reduces to:

(Z Z"U + Z Z ZUz o T ZaZch>

7=0 k>j

(4.11)

i agreement with 2.1 up to a constant term.
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Next, we consider the corresponding unitary operator

3

~

Ue, () = exp [—W?—A[cl] = exp [ _1?:[ ] ﬁexp [—m?:[wj} = m_llflﬁg]. () (4.12)

I
=)

J

and find that

~

U-o,(7)
B k—1
= oxp | —ivg; ( Ze v T et Zoy Zo, — Z OuseZos Zoyy Zoy. - )]
L b>a c>b>a
_ k—
= eXp Zg Zaja eXp _Z’Y Zeab Oja O'Jb eXp Z’Y—k Z QabCZO']aZO']bZUJC
L = b>a c>b>a (413)
k—1 k—1 1 k—1
_ HeXp [@’Y 0 Zma] Hexp {—w% QabZa]aZojb} H exp [@’y kQachngU]bZUﬂ]
b>a c>b>a
_ ~ k—1 ~
= H RZGja [ 2k 1 ] H ZJ]aZO'Jb [%eab} H RZUjaZUijgjc |: 2]€ leabc] e
a=0 b>a c>b>a

where

d eab...q = 86050 - -+ Sojq

e Ry z,..2(27) corresponds to the operation exp [ 1y Hé.zl Zj] and is implemented using the
decomposition
! -1
exp [—z‘fynzj = exp [-i7Z%] = (H CX_iio m) Rz, (27) (H CX; m) (4.14)
j=1 =1

where CX, 5 is the controlled-not gate with control qubit @ and target qubit b.

Q‘>1

q)o l l

Figure 4.1: Quantum circuit performing the operation & = exp |—ivZ1Z573) [28].

4.1.2 QAOA Procedure

The mixer Hamiltonian is as defined in 2.3.5, recall:

where X is the multi-qubit Pauli-X operator acting on the G qubit.
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The corresponding unitary operator is therefore

R o gy x; L =
Z/{B(ﬁ) _ ezﬂ’HB — e i=0 — Hezﬁx- _ H RXJ-(_2B) (416)
=0 =0

Where Ry, (f) is the operator corresponding to a rotation of the 4t qubit by 6 about the x-axis on
the Bloch sphere. We note the rotation sign due to the problem being recast as a minimisation.

The output of the QAOA circuit is then given by

p—1
U(8,7,0)), = [ [ts(B:)Ue, () Is) (4.17)
i=0
where the initial state |s) is
1
[+)*" = > ) (4.18)

|\If B,7,a > is measured and the corresponding outcome is checked as a satisfiable assignment. This

is repeated untll a satisfying assignment is found (if one exists). We emphasise that in this context,
QAOA is being used an exact algorithm rather than an approximate one (as explored in 2.3.4). The
final output of the algorithm is an entirely satisfying assignment and not an approximate solution to
the problem.

Extending on the work of Boulebnane & Montanaro (3.1.2), we assess the ability of fized angle QAOA
to solve random k-SAT instances, with clause densities near the satisfiability threshold ry (2.5). Since
the threshold is not exactly known, we use the following approximations [6]:

4 =9.93 (4.19) Fg = 176.54 (4.20)

The fixed angles are pretrained parameters 8* and 7*. For each layer count p, and value of k, they
are selected by:

1. Generating ¢ = 100 random instances (4.1.1), {g; : o, ~ CNF(n = 12, k,7},) }.=¢
2. Initialising §; = 0.01,v; = —0.01,Vi € {0,...,p — 1}

3. Optimising 3,7 over 100 epochs using the PyTorch ADAM optimiser to maximise

1 t—1
1=0

the success probability over the instances
For clarity, we recall the definition of the success probability (3.6) here:
Definition 4.1.2. (Success probability) Let k,n € N*,r >0 in o ~ CNF(n, k,r) and 3,7 € RP

PsueeB:7:0) = (¥(B.7,0) [{He, = 0} ¥ (8,7, 0)) (4.22)

where {7—161 = 0} is the projector onto the subspace of states with eigenvalues 0 (satisfying states).
For brevity, this is denoted as pgycc(o).

We note that the parameters are selected through training only on CNF(n = 12, k, 7)) instances.
In doing so, we assess QAOA’s ability to generalise across instances with other variable counts n.
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The initial values of 3, ~ were chosen following observations that excessively large angles led to Bar-
ren Plateaus (2.3.6). An obvious limitation to this procedure is the small number of instances used
to find the optimal values of these parameters. However, Boulebnane & Montanaro justify this by
showing the technique provides near-optimal angles (for small p) [10].

To evaluate the circuits, 2500 satisfiable random k-SAT instances (3.1.1),{g, : ¢, ~ CNF(n,k, )}
are generated. Importantly, this is done without biasing the procedure (e.g. by selecting variables in
such a way that the final formula is guaranteed to be satisfiable). Instead, we randomly generate the
instances (as in 3.1.1) then confirm if they are satisfiable using the Glucose4 solver from PySAT [37].
This is an efficient, complete solver (2.2) which allows us to determine with certainty if the instance
is satisfiable.

Example 4.1.3. The propositional formula ¢ € CNF (3,3, %), with clauses:

o9 = gV 21V I 03 = 7xo V 11 V X 06 = xo VIV Iy
o1 =gV 21V Ty 04 =29 V21V T
0'2:.130\/55'1\/_'552 0'5:.170\/_|.171\/_|.172

is satisfied if and only if x = 111. Training a single layer (p = 1) QAOA circuit to maximise Pgyec(0)
results in the measurement outcomes seen in Figure 4.2. It is clear that 111 s the most sampled
outcome with a corresponding empirical success probability of ~ 0.42.

4226

4000

3000 -

Count

2000
1661

1078 1116 1180

1000

S i o ~ <) ~ Q ~
S /<)
S S g g N < S

Figure 4.2: 10000 simulated measurements of |¥(3,v,a)),, ¢ defined in 4.1.3.

4.1.3 Efficient Classical Simulation

While the unitary operator, LA{CQ, derived above is required to implement QAOA on a gate-based
quantum computer, it is inefficient for the purposes of simulation. For a system size of N = 2",
states are classically represented as vectors, z € C", and operators as matrices, U e CVN_ As such,
the application of a gate can be realised as matrix-vector multiplication, requiring O(N?) operations.
Therefore, we deduce that naively

/ki k;l k;Q
k1 T Tk
Uy, = [ Rz, 0) [ [ R2o 2, Oa) [] Rz, 20,20, (Bate) - - (4.23)
=0~ p>q ~~ 7 c>b>a N~ -
N2 3N2 5N?2

requires

Ny (k—1+1)20—-1)= N%k(k: +1)(2k + 1) (4.24)

||M?r
o
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operations, where we have used that the decomposition of Ry, 7, . 7 (6) (4.14) consists of 2( —1) +1
gates. Thus, the application of Ue, requires:

mNQék;(k +1)(2k + 1) = O(mNk*) = O(rk®N?log N) (4.25)

operations since m = rn and n = log N. Near the satisfiability threshold the clause density takes
the value r = 7, ~ 2¥In2 and so we find the application of Uc, requires

O(2"k*N?log N) (4.26)

operations. In the large n limit, N* dominates, giving a cost of O(N?). However, for the purposes
of simulation and, in particular, for cases where n ~ k, the pre-factors are computationally relevant.
In addition, optimising parameters over the circuit means inefficiencies are aggregated during the
automatic differentiation procedure.

Alternatively, inserting a resolution of identity, 7:[% can be written as a diagonal operator:

m—1
He, =Y Heo
i=0
m—1
= > D Halz)(
ze{0,1}" =0 4.27
o (4.27)
= > ) —oi@)|z) (z]
z€{0,1}" =0
= h(z) |z) (z|
z€{0,1}"
In other words,
m—1
hz) = ) —oi(z) (4.28)
i=0

is the number of unsatisfied clauses in o under the assignment .

The corresponding evolution operator Z/A{cQ is therefore also diagonal and takes the form:
Ue,(v) ="Moo= 37 ) o (1.29)
z€{0,1}"

Or, in matrix form

diag [1(0), A(1), ..., h(N — 1)] (4.30)

where we have written z in its decimal representation

h(z) =h (nz_l ml) (4.31)

Applying a diagonal matrix only requires O(N) operations. The calculation of h(x) requires travers-
ing m = rlogN ~ 2¥log N clauses and k literals per clause. As such, the application of this
diagonalisation only requires

O(2"kNlog N) (4.32)

operations. Further, the cost of calculating h(z) can be amortised through preprocessing. As such,
we can actually apply U, in O(N) operations.
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Similarly, the naive application of

tis(5) = T R, (-29) (433

N2

requires O(N?log N) operations, where n = log N. However, writing

Us(B) = 1:[ ePXi = l:[ [cos(5)I + i sin(B)X|] (4.34)

we realise that Uy can be implemented in O(N log N) operations. First,

[cos(B)I + isin(B)X;] |z) = cos(B) I |xg ... xn1) +isin(5) X; |2 ... Tn1)
——_———— N L

0 operations o:ra ions
perat N O(1) 7p t (435)
= gos(ﬁ) |zg . . .xn_1)1+zsm(,6) |To ... Tj_1 ... Tp_1)
N op;r;tions N opgr,ations
where 7 denotes the flipped value of z (0 = 1,1 = 0) and we identify that we can apply
e X, in O(1) operations by realising that
Xilxg. . .xp1) =|T0. . . Tjo1 ... Tpo1) = Xj|2) = ‘2”_j — §> (4.36)

where we have again written z in its decimal representation (4.31). As such, applying the
operator corresponds to swapping 2 elements in the corresponding vector z € CV.

e cos(f3),sin(3) in N operations by a component wise multiplication of the vector z € CV.

Therefore

n
A\

~

—_

Us(B) = T cos(B)I + isin(B)X|] (4.37)

N

<.

o)

requires O(N log N) operations, where n = log V.

We emphasise that this is only a valid procedure within classical simulations. It is not feasible
to directly encode such a diagonal unitary on a gate based quantum computer. Nonetheless, this
does not pose an issue for success probability or run time analysis. In particular, the output of
both encodings (considered as some z € CV) is identical. Therefore, since the procedure is based

on sampling from the output state, all calculated metrics, including the induced scaling exponents
(3.19), will be unaffected.

4.1.4 Software

We identify that general satisfiability problems, including SAT and its variants, fit into a clause-
literal framework. The instances consist of clauses that have to be satisfied in some combination,
e.g. all of them in k-SAT (since the formula is in CNF'). Similarly, the clauses consist of literals that
have to be satisfied in some combination, e.g. any of them in k-SAT or at least one, but not all, in
E-NAE-SAT. As such, we make use of an object oriented approach to encode our problem instances,
wherein the responsibility of confirming satisfiability is delegated to the problem instance.

In particular, all problems derive from a base Formula class that contains a set of base Clause

instances. The Formula class implements the is_satisfied method, accepting a bitstring and re-
turning True or False to denote whether the instance is satisfied by the assignment the bitstring
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represents. We create extensions of this base class to represent the requirements of the formula, such
as CNF which encodes that the formula is satisfied if and only if all the clauses are satisfied. Sim-
ilarly, extensions of the Clause class: DisjunctiveClause and NAEClause represent each clauses’
constraints.

Not only does this allow us to share logic between classes, but it also means we can construct algo-
rithms that are agnostic to problem instance specifics until run time. In addition, we can generate
random problem instances using a common selection procedure that simply instantiates the relevant
problem class. We validate the correctness of all this, including our algorithms and problem repre-
sentations, using the Python unittest framework.

The simulations are implemented in Qiskit [13], for the generalised unitary, and in PyTorch [14],
for the diagonalised unitary. In addition, using Condor [38] on Imperial College’s Department of
Computing systems, we are able to parallelise up to 300 simultaneous processes, each with 16 threads.

Formula (abstract) Clause (abstract)
clauses : Set[Clause] variables : Set[Variable]
is_satisfied(bs: str) : bool is_satisfied(bs: str) : bool

CNF DisjunctiveClause
clauses : variables : Set[Variable]
Set] DisjunctiveClause]
is_satisfied(bs: str) : bool is_satisfied(bs: str) : bool
SATCNF NAESATCNF NAEClause

clauses : clauses : Set[NAEClause] variables : Set{Variable]
Set]{DisjunctiveClause]

is_satisfied(bs: str) : bool is_satisfied(bs: str) : bool is_satisfied(bs: str) : bool

Figure 4.3: Class diagrams for problem instances.

4.2 FEvaluation

4.2.1 Success Probabilities

Given parameters 3" and 7*, we evaluate the success probability of QAOA over v = 2500 satisfiable
random k-SAT instances, {¢; : ¢, ~ CNF(n,k,7)}'=y, and calculate

v—1
1
Asucc: - succ\01 4.38
P U;p (04) (4.38)

This is done for p € {1,2,4,8,16} layers, 12 < n < 20 and k € {4,8}. The results (Figure 4.4)
are found to be in strong agreement with the work of Boulebnane & Montanaro (3.1) and show, as
expected, an exponential decay in success probability with instance size. Importantly, the rate of
decay decreases as the number of layers p increases.
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(error bars too small to be seen). (error bars too small to be seen).

Figure 4.4: QAOA k-SAT success probabilities.

4.2.2 Running Times

Given parameters 3 and 7*, we evaluate the running time of QAOA over v = 2500 satisfiable
random instances, R = {c; : 0; ~ CNF(n, k,7)}'—), and calculate the median

Med,er|r,] (4.39)

recalling (3.1.3.1) that the running time of a random k-SAT QAOA instance r, is defined as the
number of bitstrings that have to be sampled from the final quantum state ‘\IJ(@ 'Y g)> before one
is a satisfying assignment of o.

This is done for p € {1,2,4, 8,16} layers, 12 < n < 20 and k € {4,8}. The results are plotted (Figure
4.5) against the reciprocal of the success probabilities to assess their concordance. Again, the results
are found to be in strong agreement with the work of Boulebnane & Montanaro (3.2). In particular,
they show both an exponential scaling in median running time with instance size and an alignment
with the reciprocal of the success probability. Yet, the slope of the scaling decreases as the number
of layers p increases.

We interpret the improved alignment between the two metrics for £ = 8 as being a result of £k = 4
instances being small and therefore unchallenging for the QAOA to procedure to solve. This causes
the running times to be very similar across instances sizes and results in flat fitting lines.

4.2.3 Benchmarking

We compare the median running time for £ = 8,12 < n < 19 of QAOA to that of WalkSAT1m across
2500 satisfiable random k-SAT instances, {c; : o, ~ CNF(n, k,7)}'=. In particular, we consider
larger values of p to explore the scaling of the run time, where we recall (3.20):

Definition 4.2.1. (Empg’m’cal median running time scaling exponent) Given the ensemble R = {o, :
o, ~CNF(n k,r)}/=5, Cpr(B,7) is such that

Medgep[r,) = 2" (4.40)

As introduced in 3, WalkSAT1m is implemented natively, using suggested hyper-parameters of p =
0.15,w; = 6 and wy = 5 [11]. We define its run time as the number of loop iterations (3) made by

37



Median Running Time for k =4 Median Running Time for k=8

107 10
103 4
£ 107 g
5 5
= =
10] 4
lol}_
ll2 1I3 1I4 ll5 llﬁ ll7 lIB ll9 ZID ll2 ll3 1I4 ll5 1‘6 1‘7 l‘B 1I9 ZID
(a) QAOA median running times across 2500 sat- (b) QAOA median running times across 2500 sat-
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Figure 4.5: QAOA k-SAT median running times.

the algorithm. Comparing this to QAOA’s run time is justified by considering the cost of operations
associated with each. For WalkSAT1m, one iteration involves

O (mk?) (4.41)

operations to consider the score of each of k variables in a clause. Calculating the score requires
traversing each of the k variables in each of the m clauses.

For QAOA, one sample corresponds to measuring the state

p—1

W(8.7.0)), = [ [Us(B:) Ue, () 1) (4.42)

=0
n gates i3 gates

and so requires

O (p(mk® + n)) (4.43)

gates (4.25) - where we have absorbed the O(n) cost of measurement. As m = rn, we deduce that
for fixed k,p and r, one iteration in both algorithms is an O(n) operation. Since we are primarily
interested in the scaling (3.1.3.3) of the algorithms’ running times, which follow an exponential fit
~ 2" the comparison is valid.

We observe (Figure 4.6a) that the median running time of QAOA outperforms WalkSAT1m for k& = 8.
Further, we assess the scaling of these running times, épﬁk(ﬁ, 7v), (Figure 4.6b) and find that for both
k =4 and k = 8, there exists a threshold p above which QAOA’s scaling improves on WalkSAT1m.
We fit the coefficients to a power law ~ ap® and calculate that the coefficients scale as

Cpa(B,7) ~ 0.59p™ 05 (4.44) Cps(B,7) ~ 0.69p™ 028 (4.45)

The power law fit for k = 4 begins to disagree with the coefficients in the large p limit. Again, this is
likely due to the fact that the instances are easy for QAOA to solve regardless of the problem size n.
As such, effectively no scaling is induced since the running times are generally ~ 1. It is clear that
this is not the case for £ = 8 where we find improved agreement due to harder problem instances.
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Figure 4.6: Benchmarked QAOA k-SAT median running times.

4.2.4 Excessive Scaling

In addition to benchmarking against WalkSAT1lm, we examine the excessive scaling [10] of QAOA.
In particular, we consider the case where the initial state |[+)*" is mostly unchanged by the circuit.
We’d expect such behaviour from QAOA when [Hg, He] = 0 as well as when [|8]] or ||y|| < 1. In
such regimes, QAOA would effectively act as an algorithm that randomly selected bitstrings, with
equal probabilities, until a satisfying assignment was found.

We are interested in the scaling of QAOA’s success probability in such instances as it allows us to
discern its performance from that of the algorithm simply acting as a proxy for random bitstring
selection. Recall (3.17):

Definition 4.2.2. (Predicted scaling exponent)

o1
Cp,k (é? 1) = — lim — IOg EQNCNF(n,k,r)[ succ(g)] (446)

n—oo N,
Theorem 4.2.1. (k-SAT QAOA random assignment scaling exponent)
Cpi(n,3,0) = Cpi(n,0,7) = 27%r (4.47)

Proof. First, we realise Vp

w(E0.2), =T ™ x 97 = 4 5 )

o ) ) 1 ze{0,1}" (4.48)
\‘I’(Qazvgﬁp ZiI;IOch(%HH o< [+) Zﬁxe{%}n |z)

since in both cases, the resulting operators all commute and the state is simply effected with a global
phase (2.49). As such,

Prcle) = 5n S (& {He, = 0} ) (1.49)

z,2'€{0,1}"
Since {7:[(;2 = 0} denotes the orthogonal projector onto the space of satisfying assignments

LS W, =0t =~ S PraF o) =o 3 Przha)  (450)
2 2

n
z,2'€{0,1} z,2'€{0,1}" ze{0,1}n

39



Recall ¢ ~ CNF(n,k,r) is a randomly generated problem instance with m ~ Poisson(rn) clauses,
such that o := A", 0; and 0; = \/iC "o loy;- Therefore,

m—1 m—1 m—1 k—1
Pr(z o) = H r(xz ko) = H [1 — Pr(z ¥ o;)] H [ HPr x%laij)] (4.51)
=0 =0 =0 7=0

This reduces to o

Pr(z F o) = [1 - G)k] : (4.52)

since all the clauses and literals are chosen independently and satisfying a literal occurs with proba-
bility 1/2 as it is negated with equal probability. We write m(c) to emphasise that m is a property
of the random instance o.

Finally, as m ~ Poisson(rn)

e " (rn)™

]EQNCNF(n,k,T) [(1 - 2_k)m(g):| == ]EmNPoisson(nr) [(1 - Q_k)m} = Z

m>0

— e T Z [Tn“' ;I'Z_ )] (453)

m>0
— efrnern(lfQ’k)
— efrn2_k
This means that
1 : 1 —rn2~k —k
nh—{{olo n log ]EO'NCNF(n k r)[ succ( )] = nh—>r{olo E log € =-=2""r (454)
and so
Coi(B3,0) = Cpi(0,7) = 27"r (4.55)

[l
We have studied the relationship Cpx(8,7) ~ ép,k(é ) R C~’p7k(@ ,7) and found that they agree well

(3.23). As such, we compare é’p,k(ﬁ,’y) = 27%7;, to the empirical observations in our experiments.
As anticipated, QAOA outperforms the random scaling (Figure 4.7). Interestingly, in the small p
regime, the scaling is effectively that of random assignment. This is due to the fact that few-layer
circuits are inexpressive, leading to outputs that are effectively unchanged from the initial state.

Median Running Time Scaling Coefficient

Scaling Coefficient

T T T T T T T
0 5 10 15 20 25 30
p

Figure 4.7: Induced scaling of QAOA k-SAT median running times, C~’p7k(é, 7). Dashed line is
observed WalkSAT1m scaling. Dotted line is random assignment scaling.
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Chapter 5

QAOA for k-NAE-SAT

With confidence in our procedure, following the results in the previous section, we derive an encoding
of k-NAE-SAT for QAOA and evaluate its performance on a range of problem instances.

5.1 Implementation

Both k-SAT and k-NAE-SAT consider Boolean formulas in Conjunctive Normal Form (CNF). As
such, we maintain the formalisms introduced in (4.1.1) and solve problem instances ¢ ~ CNF(n, k,r),
with m clauses, such that

m—1 k-1
o=\ o (5.1) oi = \/lo, (5.2)
i=0 =0
Again, [,,; is a Boolean literal [,,, = 5, or =2, and o;; € {0,...,n — 1} is an index into the n

variables. Recalling the definition of the &-NAE-SAT problem (2.1.9), the aim is to find a satisfying
assignment that sets at least one literal true and at least one literal false in each clause. We denote

this
Z FNAE O (5.3)

Our objective function to be minimised is therefore

m—1
CYAP(z) = ) 1{a Fxap i} (5.4)
i=0
We note however that
i k—1 7
zhap 0= |zEoiAz¥ N\, (5.5)
L j=0
So, by De Morgan’s law
i k—1 T
T¥Nap 0= |zF o, Vo /\ lo,, (5.6)
L j=0

In other words, the assignment is penalised if it does not satisfy the clause or if it sets all its literals
to true. As such, we can write

m—1 m—1 k=1
@) =) Warnapod =) HeFovar \i,} (5.7)
=0 =0 7=0

We have translated our objective function into one that is directly related to the k-SAT problem.
This will allow us to re-use our previously constructed Hamiltonian H—,, (4.10).
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5.1.1 Problem Hamiltonian

Again, we identify CJ*¥ as a Pseudo-Boolean function (2.4.3). Its representing Hamiltonian takes
the form
m—1 m—
HcNAE = ZOHII{Q:}‘UI\/J:I—/\}C Cloy} = Zo —oiV(ANEZ) by ) (5.8)

where we have treated the clauses and literals as Boolean functions.
o;:{0,1}" — {0,1} (5.9) lij {0,1} — {0,1} (5.10)

such that

1 zbko; A
oi(z) = {0 oF o, (5.11) lLij(x) = { : (5.12)

Applying composition rules (2.4.1):

~

Hoyy VN ) ’Hﬁgl + H/\k 1 Hﬁm?‘[/\k iy (5.13)

Tij Tij

The first Hamiltonian, H-,,, is as derived for k-SAT (4.10). It is clear that the third Hamiltonian,
H_o H AL vanishes, namely = cannot both satisfy /\;:é l,,; while not satisfying o; = \/?;é lo;-

Finally, appl;ing composition rules (2.4.1) and the representation of a literal (4.8), the middle Hamil-
tonian takes the form

k—1 k—1

,H/\k olosj H}zl% - H (;H+ RED) U”) N i’f 1:[ T+ 50, Zo.;) (5.14)
=0

Jj=0 J=0

Expanding, and ignoring constants as this is a function being minimised:

a=0 b>a c>b>a

k—1 k—1
1
H/\k 1 lg” 2k (Z SUZaZUza + Z ngasazbZO'za Zo'zb + Z So'za SazbSUZCZO'Za Zo'zbZO'zc ct ) (515)

The unitary operator corresponding to this is

m—1
Z/AlchE (7) = exp [ Z’}/HcNAE:| = exp [—ry Z ’Hﬁgj + H/\k 1, ]

=0
= T exp [ iy (’Hw] + ﬁH/\’“ 1, )}
- (5.16)

= exp [—iv?—le] exp [ w?—[/\k 1, ]

Where we have used the fact that both Hamiltonians only consist of 1 and Pauli Z operators, meaning
they commute. U-,, () is as before, while



Upi,, (1)

k-1 k—1
= exp | ~ivg; ! (Z 0.Z,,, +Zeab ZyZopt Y OucZa,Zoyy Lo, - - )]
=0

b>a c>b>a

B k—1
: 1
= eXp _Z’Y? eaZoja exXp [_27 Zeab Oja O'Jb exXp —Z’Y? Z eachJ]aZonZa]C
L a=0 b>a c>b>a
k—1 1 k—1 1 k—1 1
= Hexp {—W?HQZUN} Hexp {—i'kaH ZJNZU],)} H exp {—iyﬁﬁachamZ%bZajc] .
a=0 b>a c>b>a
k-1 ~ k—1 ~
= HRZ [21@ ; ] H Zo,0 20, [Feab} H Rz, 2,7, [ka 1‘9abc]
a=0 b>a c>b>a
(5.17)
as in 4.13:

® Oup.q= SojaSoy -+ Soi

e Ry z,..2(27) corresponds to the operation exp [ iy Hé.:l Zj] and is implemented using the
decomposition
! -1
exp [—WHZJ- = exp [~i7Z%] = (H CX_iie z+1> Rz, (27) (H CX; z+1> (5.18)
j=1

where CX, 5 is the controlled-not gate with control qubit a and target qubit b.

5.1.2 QAOA Procedure
This proceeds as in the case of k-SAT (4.1.2), where the mixer Hamiltonian is defined:

n—1
He =Y X, (5.19)
§=0
where X is the multi-qubit Pauli-X operator acting on the G qubit.

The corresponding unitary operator is therefore

. o s’ x;, ol

Us(B) = ePME =¢ =0~ = H 1B —HRX (5.20)

Where Ry, (f) is the operator corresponding to a rotation of the 4" qubit by § about the x-axis on
the Bloch sphere. We note the rotation sign due to the problem being recast as a minimisation.

The output of the QAOA circuit is then given by

W5, 7, 0)), 1= [ [ Us(B0)theyae () |5) (5.21)

where the initial state |s) is

[+ — — > |a) (5.22)
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|\I/NAE(§, % g)>p is measured and the corresponding outcome is checked as a satisfiable assignment.

This is repeated until a satisfying assignment is found (if one exists). Again, QAOA is being used
an exact algorithm rather than an approximate one (as explored in 2.3.4). The final output of the
algorithm is an entirely satisfying assignment and not an approximate solution to the problem.

We evaluate the effectiveness of this procedure for fized angle QAOA on instances with clause densities
near the satisfiability threshold 7 (2.5). Asymptotic values of the threshold are known to be

1 1
NAE k—1
2 —————log2 1 2
e = (27§ - s ) w2 aul) (5.23)

where 0, (1) — 0 in the £ — oo limit [39]. As such, we approximate

11
~NAE k—1
. log 2 5.24
& ( 2 4log2> o8 (5.24)

Next, we extend the definition of the success probability introduced for k-SAT.

Definition 5.1.1. (k-NAE-SAT success probability) Let k,n € Nt r >0 in o ~ CNF(n,k,r) and
B,7 € RP, the success probability of a random k-NAE-SAT QAOA instance is defined as

NAE(@,l,g) = <\IJNAE (B, @ |{HCNAE = O}‘\I/NAE (8,7, g)> (5.25)

pS’lLCC

where {7:[cNAE = 0} is the projector onto the subspace of states with eigenvalues 0 (satisfying states).
NAE( )

succ \—.

For brevity, this is denoted as p

The fixed angles are pretrained parameters 8° and 7*. For each layer count p, and value of k, they
are selected by:

1. Generating t = 100 random instances (4.1.1), {g; : 0, ~ CNF(n = 12, k, ?NAE)}I 1
2. Initialising §; = 0.01,v; = —0.01,Vi € {0,...,p — 1}

3. Optimising 3,~ for 100 epochs using the PyTorch ADAM optimiser to maximise the success
probability over the instances

We emphasise that the parameters are selected through training only on CNF(n = 12, k, FYAF) in-
stances. In doing so, we assess QAOA’s ability to generalise across instances with other variable
counts n.

To evaluate the circuits, 2500 satisfiable random A-NAE-SAT instances (3.1.1), {o; : 0; ~ CNF(n, k, FYAE)}
are generated. Importantly, this is done without biasing the procedure (e.g. by selectmg variables

in such a way that the final formula is guaranteed to be satisfiable). Instead, we randomly generate

the instances then confirm if they are satisfiable using the Glucose4 solver from PySAT [37|. This is

an efficient, complete k-SAT solver (2.2). As such, to use Glucose4, we make use of the results in

the following section to recast k-NAE-SAT in terms of k-SAT and determine with certainty if the
instance is satisfiable.
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5.1.3 Efficient Classical Simulation

It is clear that for a system size of N = 2", the unitary operator derived above has the same
complexity as that considered previously: (’)(2%31\7 2log N ) (4.13). In what follows, we consider an
alternative formulation that allows for a more efficient classical simulation. First, we establish a

second representation of NAE-SAT.

Lemma 5.1.1. (Satisfying a k-NAE-SAT clau{e) For o; = \/k_1 lo,;, * Fnap 0; iff z & oy and

~ j=0
Z o0y, where X is the flipped assignment: 0 = 1,1 = 0.

Proof. "=" Suppose x FnaE 0}

= dl,lfcoatl,a ¥l
:>£|_Uz

Buta¥Flf=zFl=2Fo0;
"<<" Suppose z I 0; and Z - o;

=3d,#ljco izt l,zkF 1
=3d,#lycoatl,xFl

= T FNAE 0;

Consequently

&J’éNAEO—i < ﬁ(ﬁl_UiAzl_Ui)
e 2%0’1\/@1’40’1

by De Morgan’s law. As such, recalling the initial form of our objective function, we derive

m—1 m—1
CQNAE(Q) = Z ]I{Q%NAE U’i} = Z ﬂ{gy ag; \/ZJ’A O',L'}
=0 i=0

The representing Hamiltonian ﬂcyAE can therefore be written as

m—1 m—1
HCEAE = Z Hﬂ{g}‘aiV@}‘Uz} = Z H—wi@)vﬂai@)

1=0 i=0

Applying the composition rules (2.4.1), we deduce

~

Heoi(2)v-0i@) = Hooi(z) T Hovi@) — Hoos (@) H-0:(2)

~

Lemma 5.1.2. R R
Hogi(z) = PHo,)P

where ,
P=][x

i=0

Proof. R ) X
PH-,)P |2) = PH-5,(2) |Z) = —0i(Z) P |Z) = —04(Z) |2) = H-0,(2) |2)
Lemma 5.1.3. A R
Hﬂai(z)%ﬂai@) =0

Proof.
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(5.29)

(5.30)

(5.31)

(5.32)

(5.33)

(5.34)

(5.35)

(5.36)



—oi(z) =1=z¥Fo;
=Vileog,x ¥l

—0,(Z) =1=2¥Fo;
=Vleo,z¥FI

=Vieo,ztH1 (5.37) =Vieo,zt1
=z o =>zko;
:>_|O'z()—0 :>_'Uz<>—0
The result immediately follows:
Heow) Hooi(@) 2) = —0i(2)=03(2) [2) = 0

As such, the Hamiltonian takes the form

m—1 m—1
Heyae = ) Hooiov-oiw = ) Hooiiw + PHoiP
- =0 i=0
where
n—1
P=]]x
i=0
and H_,, is as in (4.10). This diagonalises
fm—1
HcyAE == Z H—'crl + PH—\G'Z ’£> <£|
- z€{0,1}» Li=0

ze{0,1}n

) |2) (]

Hvi(2) z) (z| + P%ﬂo— (z)

—oi(z) |z) (z| + P=oi(z) |z) (2|

oi(z) + —0i(Z)

) (x|

J

+ h(Z)] |z) (z]

= Y (@) [z) (2

ze{0,1}n

(5.38)

(5.39)

(5.40)

(5.41)

(5.42)

Where h(z), as introduced previously (4.27), corresponds to the number of unsatisfied clauses in o

under z, and by extension we can interpret

hNAE

Z ~oi(z

+ —0;(Z)

(5.43)

as the number of unsatisfied clauses in ¢, under the assignment z, in the NAE-SAT formulation.

The corresponding evolution operator Z/A{(j(l;IAE is therefore also diagonal and takes the form:

_m?:lchE _ Z e_i,thAE@) |x> <:E|

Z/A{CQNAE (v)=e

z€{0,1}"
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Since hNAE(z) = h(z) + h(z), it can be calculated with the same order of cost as before (4.27).
Therefore, this application of Ucyae only requires

O(2"kNlog N) (5.45)

operations. The calculations of hN4E(z) can be pre-processed, amortising the cost of Z;ICUNAE down to

O(N).
Remark 5.1.1. We note that while the symmetry of hNAE
WP (@) = h(z) + h(z) = h(Z) + h(z) = K"*(2) (5.46)

might lead to the problematic presumption that [ﬂcéVAE,,}:[B] =0 (2.3.4), this is not the case. In
particular, for arbitrary |z) = |vozy ... Tm 1), let X;|z) = |Tox1 .. . Tis1. . Tpo1) := |2%)

[KHCQ’AEa 7:18] ’x> = ﬂcNAE,HB |$> — 7:[37:[CNAE |I>
—ZHCNAE‘Z' — WNAE () |2)

n—1 ' ' n—1 ' 547
_ Z hNAE(gl) ‘£z> _ hNAE(Q) ‘£1> ( )

=0 =0

n—1

_ Z [hNAE( ) hNAE(Q)] ‘£1>

i=0
Since |x) arbitrary,

[Heyae, Hpl|z) = 0 <= Vz € {0,1}", h"P(2") = NP () (5.48)

This is clearly not true (as can be shown with a simple counterexample).

5.1.4 Classical Benchmarking

To account for the additional symmetry in k&-NAE-SAT, we adapt the WalkSAT1lm algorithm (3) and
introduce WalkSATm2b2. In particular, we did not find any dedicated k-NAE-SAT solvers in the
literature. As such, this is an entirely novel contribution of this thesis.

First, we recall (2.2.2) the scoring functions for a variable = in a Boolean formula ¢:
e make(x), the number of clauses that become satisfied by flipping x.
e break(x), the number of clauses that become unsatisfied by flipping x.
e make,(z), the number of (7 — 1)-satisfied clauses that become 7-satisfied by flipping x.
o Imake(x) = wy - makey () + wq - makes ()

where a clause ¢ in ¢ is 7-satisfied if and only if it contains exactly 7 satisfied literals. It is clear that
make;(x) = make(z).

WalkSAT1m uses the Imake score during tiebreaks, as such, it only considers the impact flipping a
variable has on increasing the number of satisfied literals. This approach is relevant for k-SAT,
where formulas are more likely to be satisfied if more literals are set true. On the other hand, k-
NAE-SAT requires that at least one literal be unsatisfied in each clause. To take this into account,
we introduce the following extensions.
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Definition 5.1.2. (NAE Make score) For a variable x in a Boolean formula ¢, make™4E(x) is the
number of clauses that become satisfied by flipping x, in the NAE formulation.

Definition 5.1.3. (NAE Break score) For a variable z in a Boolean formula ¢, break™4¥(z) is the
number of clauses that become unsatisfied by flipping x, in the NAE formulation.

Definition 5.1.4. (7-level break) For a variable x in a Boolean formula ¢, break,(x) is the number
of (1)-satisfied clauses that become (T — 1)-satisfied by flipping x.

Consequently, we deduce the following relationships

makeN A (x) = make, (z) + breaky(z)

5.49
break™ AP () = break,(x) + makey(x) (5.49)

These follow from the fact that in &-NAE-SAT, satisfying all the literals now means the clause is no
longer satisfied. It is clear that unlike k-SAT, where make; (z) = make(x), make,(x) < make™E(x).

Using this, we introduce the following scoring function.
Definition 5.1.5. (m2b2) For a variable x in a Boolean formula ¢,
m2b2(z) = w; - makeNE (2) + wy - (makes(z) + breaky_1 () (5.50)
Expanding the definition using the identities in 5.49, we find
m2b2(z) = wy - (makey(z) + breaky(z)) + wy - (makey(x) + breaky_1(x)) (5.51)

This form allows for an immediately efficient implementation of the scoring function where the
algorithm keeps track of the number of true literals in each clause and considers changes caused by
a variable being flipped. The WalkSATm2b2 algorithm (4) uses m2b2 to resolve tiebreaks, regaining
symmetry in its selection procedure.

Algorithm 4: WalkSATm2b2 Algorithm

Function WalkSATm2b2 (¢, p, max_ flips):
Randomly assign truth values to all variables in ¢;
for i = 1 to max_ flips do

// As in WalkSAT1m (3)
Sample X ~ Bernoulli(p);
if X then

L Choose z € ¢ randomly and flip its value;

else

Choose = € argmaxm?2b2(v), B = argmin break(y), randomly and flip its value;
veEB y€Ec

return No satisfying assignment found;

Intuitively, m2b2 rewards variables for moving clauses away from standard instability (no literals sat-
isfied) and for moving away from NAE instability (all literals satisfied). A similar idea, subscores, is
considered in the work of Cai & Su [40] where they make use of multi-level scores for k-SAT solvers.
In this, however, subbreak(x) - which considers clauses that move from being (k — 1)-satisfied to
(k — 2)-satisfied - is minimised since this makes k-SAT clauses more unstable.
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In what follows, we benchmark QAOA against both WalkSAT1m and WalkSATm2b2. For both classical
solvers, we carry out a grid search across

e noise p € {5 : 0 <7 <20}
oweightswle{l%:OgiglO},aJQ:l—wl

to identify the optimal set of hyperparameters for each k. In particular, in keeping with the 3,~
angle selection procedure for QAOA, this is done for only ¢t = 100 satisfiable random k-NAE-SAT
instances, {o; : 0; ~ CNF(n = 12, k,FYAE)} 0.

5.2 Evaluation

The satisfiability threshold for k-NAE-SAT is approximately half that of k-SAT (2.5). Since the
number of clauses m is sampled as m ~ Poisson(rn), we will analyse k € {5,9} instances to parallel
our discussion of k € {4,8} results in the previous section. This allows us to consider instances of
similar sizes. The full set of results for other k£ and p are listed in Appendix B.

5.2.1 Swuccess Probabilities

Given parameters 3° and 7*, we evaluate the success probability of QAOA over v = 2500 satisfiable
random k-NAE-SAT instances, {g; : ¢, ~ CNF(n, k,7R*®)}*_+ and calculate

v—1
1
~NAE NAE
_§ ; 5.92
Psuce v pa Psuce (o‘ ) ( )

This is done for p = {1,2,4,8,16,32} layers and 12 < n < 19. The results (Figure 5.1) show, as
expected, an exponential decay in success probability with instance size. Importantly, the rate of
decay decreases as the number of layers p increases.

ANAE — AMAE —
PME for k=5 PNAE for k=9
10°
>\$\‘\$—\\‘ N .\\\\‘\‘\‘
10-14
Yy EE
= & 1072 4
p p
1072 4 1 1
e 2 e 2
e 4 o 4
e 8 1073 4
e 16 e 16
32 32
1073 4

T T T T T T T T T T T T T T T T
12 13 14 15 16 17 18 19 12 13 14 15 16 17 18 19

n

(a) QAOA average success probabilities across
2500 satisfiable 5-NAE-SAT C N F(n, 5, "NAF) in-
stances (error bars too small to be seen).

n

(b) QAOA average success probabilities across
2500 satisfiable 9-NAE-SAT C N F(n, 9, 7'AF) in-
stances (error bars too small to be seen).

Figure 5.1: QAOA k-NAE-SAT success probabilities.

5.2.2 Running Times

We extend the notion of (median) running times to k-NAE-SAT as follows.



Definition 5.2.1. (Instance running time) The running time of a random k-NAE-SAT QAOA in-
stance, TNAP is defined as the number of bitstrings that have to be sampled from the final quantum
state |\I/NAE(§, Vs g)> before one is a satisfying assignment of o.

Definition 5.2.2. (Empirical median running time) Given the ensemble R = {g, : 0, ~ CNF(n, k,7)}'=,,
the QAOA empirical median running time Med,cg|r NAE] 1s defined as the median of the correspond-

ing runmning times {rgAE 1o; € R}.

Given parameters * and 7*, we evaluate the running time of QAOA over v = 2500 satisfiable
random k-NAE-SAT instances, R = {o; : 0, ~ CNF(n, k,PN¥)}?_}, and calculate Med,cg[ry*F].

We consider circuits with p € {1,2,4,8,16,32} layers and instances where 12 < n < 19, k € {5,9}.
Our results (Figure 5.2) show that the median running time scales exponentially with instance size
and confirm its alignment with the reciprocal of the success probability. Importantly, the slope of
scaling decreases as the number of layers p increases.

Median Running Time for k =5 Median Running Time for k=9

103 J

103 4

[
o
]

102 <

Median Running Time
=
L
L

Median Running Time

10° 4 10° 4

T T T T T T T T T T T T T T T T
12 13 14 15 16 17 18 19 12 13 14 15 16 17 18 19
n n

(a) QAOA median running times across 2500 sat-
isfiable 5-NAE-SAT CNF(n,5,7YAF) instances.
Dashed lines are the reciprocal of corresponding
success probabilities.

(b) QAOA median running times across 2500 sat-
isfiable 9-NAE-SAT CNF(n,9,7Y4F) instances.
Dashed lines are the reciprocal of corresponding
success probabilities.

Figure 5.2: QAOA k-NAE-SAT median running times.

Observing that the two metrics agree more strongly for £ = 9 than & = 5, we hypothesise that
this is related to the discrete nature of the running time in contrast to the continuity of the success
probability. In particular, since a smaller k corresponds to generally less challenging instances, the
QAOA running times are similar across instance sizes and produce flat scalings. A similar effect
occurs for larger values of p. In this case, we expect the QAOA circuits with more layers to be more
powerful, requiring fewer samples to extract a satisfying assignment.

We investigate our hypothesis further by assessing the exponents induced by the two metrics. In
particular, recalling the previously introduced success probability and median running time scaling
exponents (3.1.3.3), we extend them to k-NAE-SAT as follows.

Definition 5.2.3. (NAE Empirical success probability scaling exponent) Given the ensemble {o; :
o, ~CNF(n,k,r)}/=5, CNE(B,7) is such that

v—1

) 1 —nCNAE
pNAE _ 2 ZPNAE(_z) 9—nCp R (By) (5.53)

succ succe
(U
1=0
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Definition 5.2.4. (NAE Empim'cal median running time scaling exponent) Given the ensemble R =
{o,:0,~CNF(n,k,7)}'=, I])V,fE(B 7) is such that

Medyeg[ri?) = 27Ck "6 (5.54)
We consider the relative error of these exponents across 3 < k < 10, defined as

NAE(B ,y) NAE(E 1)
CNRE(B,7)

The results (Figure 5.3) support our observations: we find that the error decreases as k increases and
increases as p increases. This is particularly clear in Figure 5.3¢ where we consider more values of p.

(5.55)

Relative Error between Success Probability and Relative Error between Success Probability and
Median Running Time Scaling Coefficients Median Running Time Scaling Coefficients
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Figure 5.3: NAE(B ), NAE(@ 7) relative error across 2500 satisfiable A-NAE-SAT
CNF(n,k,7YAE) instances.

We note that these effects are also in part due to the relatively small values of n which we are
considering. We do not expect that the median running times will continue to scale as flatly in the
large n limit, even for the large p that we have considered. As such, it is important to consider the
scaling of our exponents as a function of p to take these effects into account. We consider this in
what follows.

5.2.3 Benchmarking

We compare the median running time of QQAOA to that of WalkSAT1m and WalkSATm2b2 across 2500
satisfiable random k-NAE-SAT instances, {c; : 0; ~ CNF(n, k,FYAE}—5 for k € {5,9},12 <n <
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19. As for k-SAT, we define and justify (4.2.3) the runtime of both classical solvers as the number
of loop iterations made.

We observe (Figures 5.4a, 5.4b) that the median running time of QAOA outperforms WalkSATm2b2
which in turn outperforms WalkSAT1lm for both £k = 5 and k = 9. Further, we assess the scaling
of these runtimes rather than their absolute values (Figure 5.4c¢) and find that for both £ = 5 and
k =9, there exists a threshold p above which QAOA’s scaling improves on WalkSATm2b2. We fit the
coefficients to a power law ~ ap® and calculate that the coefficients scale as

Cra®(B,7) ~ 0.64p~"% (5.56) CNAE(B,7) ~ 0.69p™ 0 (5.57)

The power law fit for £ = 5 begins to disagree with the coefficients in the large p limit. As in
the previous section, this is likely due to the fact that the instances are easy for QAOA to solve,
regardless of the problem size n (for the range that we considered here). As such, effectively no
scaling is induced since the running times are generally &~ 1. It is clear that this is no longer the case
for kK = 9 where we find improved agreement due to harder problem instances.

) Median Running Time for k =5 Median Running Time for k =9
10
102 4
g Solver g Solver
E - ® QAOA, p=4 F ® QAOA, p=4
o o
£ QAOA, p=8 £ QADA, p=8
£ 10! 4 £
< ® QAOA, p=16 < ® QAOA, p=16
= 4 ® QAOA p=32 c ® QAOA p=32
= ®  WalkSATIm g 1019 ®  WalkSATIm
2 ® WalkSATm2b2 2 ® WalkSATm2b2
. D ]
10° 4 100 4
12 13 14 15 16 17 18 19 12 13 14 15 16 17 18 19
n n
(a) (b)
Median Running Time Scaling Coefficient
0.7 K
e 5
0.6 9

0.5

Scaling Coefficient

Figure 5.4: (5.4a, 5.4b) Median running times across 2500 satisfiable k-NAE-SAT CNF(n, k, FYAE)
instances of QAOA, WalkSAT1m and WalkSATm2b2. (5.4c) Induced scaling of QAOA k-NAE-SAT
median running times C’g?E (8,7). Dashed lines are observed WalkSATm2b2 scalings.

5.2.4 Excessive Scaling

As for k-SAT, we examine the notion of excessive scaling (4.2.4) by considering the scaling induced
by QAOA in cases where the initial state |[+)®" is mostly unchanged by the circuit. First, we extend
the definition of the predicted scaling exponent (3.17).
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Definition 5.2.5. (NAE Predicted scaling exponent)

1
CYE(B.7) = — lim —1og g rin i Pher ()] (5.58)

n—oo N

Theorem 5.2.1. (k-NAE-SAT QAOA random assignment scaling exponent)

CP(B,0) = CYP(0,7) =21 Fr (5.59)
Proof. First, we realise Vp
[UFAE(B,0,0)), = H Us(B) | 9" < [ = X o)
ze0.1y" (5.60)
(D, o, g>>p = Mo )™ oc14)™ =G =

since in both cases, the resulting operators all commute and the state is simply effected with a global
phase (2.49). As such,

1 o
Phuee (@) = 5 > (@ [{Heyae = 0} |z)

z,2'€{0,1}"

1
= 2_n Z PI‘(Q l_NAE Q)(SLQ’ (561)

z,2'€{0,1}"

1
= 2—n Z PT@ FNAE Q)

ze{0,1}"
Since {?:[CUNAE = 0} denotes the orthogonal projector onto the space of satisfying assignments.

As o is in CNF

m—1 m—1
Pr(z bxap 0) = [[ Pr(z baae 1) = J] [1 = Pr(z ¥ag 03)] (5.62)
1=0 1=0

Recalling 5.6:
k—1 1\* 1\*
Pr(z ¥nag 0;) = Pr (g% o, Vbt j/:\o loij) = (5) + <§> = ik (5.63)

since all literals are chosen independently and satisfying a literal occurs with probability 1/2 as it is
negated with equal probability.

As such,

m—1
P (0) = 2% Z H [1 — Pr(z ¥nag 0i)] = 2% Z [1 _ 21—k}m(2) (5.64)

ze{0,1}n =0 ze{0,1}n

since all the clauses are chosen independently. We write m(c) to emphasise m is a property of the
random instance o.
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Finally, as m ~ Poisson(rn)
EynonNF(nkr) [(1 — Qlfk)m(g)} = EonePoisson(nr) [(1 _ 217k)m}

I Ll

m:
m>0
rn(l — 21-M)]™ 5.65
— e Z [ ( )] ( )
m!
m>0
_ e—rnern(1—21_k)
— 6—7“7121”“

This means that

1 1 -
lim — logEUNCNF(nk,,)[psNuéCE(g)] = lim — log e T2 _gl—k, (5.66)
n—oo N, n—oo N
and so
Cpie 2(8,0) = Cpi®(0,7) = 2" Fr (5.67)
[l
In the limit v — oo (5 54), we expect NAE(B y) = CNeF(B,0). Further, we have studied the

relationship between NAE(B 7) and NAE(B 7) and found that they agree well. As such, we com-

pare NAE(ﬁ ) = 21=Fr to the empirical observations in our experiments. As anticipated, QAOA
outperforms the random scaling (Figure 5.5). Interestingly, as in k-SAT, in the small p regime, the
scaling is effectively that of random assignment. This is due to the fact that few-layer circuits are
inexpressive leading to outputs that are effectively unchanged from the initial state.

Median Running Time Scaling Coefficient

0.7 1

0.6 1

0.5 1

Scaling Coefficient

0.0 1 9 ) o

Figure 5.5: Induced scaling of QAOA k-NAE-SAT median running times C NAE (8,7)- Dashed line is
observed WalkSATm2b2 scaling. Dotted line is random assignment scaling.

5.2.5 Discussion

The results above provide three main contributions, in addition to the QAOA encodings derived for
E-NAE-SAT.
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First, we have shown that the success probability agrees strongly with the median running time.
This suggests that, as for k-SAT, we can make use of an analytic heuristic to predict the empirical
performance of QAOA, over an ensemble of random instances. This is particularly useful in the
current NISQ-era, where we only have access to quantum processors with low gate fidelities and
high qubit decoherence rates [41]. Meanwhile, classical simulations are limited to less than 50 qubits
[42] so don’t provide a practical means of predicting the large n QAOA performance. We explored
the strength of agreement between the success probability and median running time and identified
regimes where they diverge. However, these were primarily related to problem instances being too
easy or the QAOA circuits too powerful - both situations of lesser interest for the purposes of solving
difficult problems.

We have introduced a novel stochastic local search (2.2) algorithm for A-NAE-SAT, WalkSATm2b2,
and shown that it outperforms its predecessor WalkSAT1m. This identifies that the symmetries of the
problem can be exploited to improve running time. Benchmarking QAOA against both solvers, we
find a quantum advantage across all k-NAE-SAT instances of 3 < k < 9. Importantly, all solver
hyperparameters were fine-tuned over the same set of problem instances, suggesting that QAOA is
more capable of generalising. The advantage occurs at a threshold number of layers p =~ 5 for k =5
and p &~ 14 for k = 9. These are similar thresholds to those found for 4-SAT and 8-SAT, and suggest,
as anticipated, that the performance of QAOA depends on the size of the problem instance being
considered. Namely, we considered instances with clause densities near the satisfiability threshold,
which scales as 2% for k-SAT and 2¢~! for k-NAE-SAT. As such, we predicted, and found, that the
results for k&-SAT and (k + 1)-NAE-SAT were similar.

Finally, we considered the excessive scaling of QAOA for k-NAE-SAT and showed that for small p,
QAOA circuits act closely to a random assignment algorithm. This confirms the inexpressivity of
shallow depth circuits. Nonetheless, the scaling rapidly decreases for a small increase in the number
of layers, highlighting the effectiveness of the QAOA ansatz and suggesting that large circuits are
not necessary for advantages over classical algorithms.
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Chapter 6

Conclusions and Future Work

In this work, we successfully:

e Derived novel encodings of k-SAT and k-NAE-SAT for QAOA that could be run on any gate-
based quantum computer and implemented them in Qiskit [13]. This was done with an object
oriented approach, allowing general combinatorial optimisation problems to be considered.

e Studied the cost of classically simulating our encodings and introduced diagonalisations of our
Hamiltonians to reduce the effective time complexity from O(Zkng 2log N ) to O(N), for a
system size of N = 2". This was experimentally improved with preprocessing and parallelisa-
tion.

e Reproduced the results of Boulebnane & Montanaro [10], implementing an efficient simulator
in PyTorch [14], and confirmed the quantum advantage of QAOA for 8-SAT over the best
performing classical solver WalkSAT1m.

e Produced novel success probability and median running time results of QAOA for 4-SAT and
a large range of k-NAE-SAT problems. We highlighted regimes where the scalings disagreed,
yet showed that these were largely in situations where problem instances were easy and so less
important. We also considered the scaling of these heuristics in the large p limit and interpreted
their excessive scaling performance.

e Introduced WalkSATm2b2, an extension of WalkSAT1lm that accounted for the symmetry of k-
NAE-SAT instances and showed that it improved performance. Yet, we showed that QAOA
outperformed both solvers on a range of k-NAE-SAT instances.

A number of extensions naturally arise from the work achieved in this project. We consider them as
follows.

Extensions of empirical findings. While we considered a range of problem instances CN F'(n, k, 1)
and QAOA circuits, further assessment should be done in other regimes. In particular:

e Problems with other clause densities r, including the unique solution threshold and the clus-
tering threshold (solutions can be organised into clusters where they only differ by one variable
assignment) [12].

e Problems with other variable numbers n and k. We note that these will require large efforts
in simulation efficiency to allow for realistic run times - both for the classical and quantum
solvers.

e Evaluation over more problem instances. We only considered 2500 instances to evaluate the
solvers. Nonetheless, errors were found to be insignificant and unnoticeable.

e QAOA circuits with more fine-grained and larger layer counts p. Again, this will require
engineering efforts.
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Theoretical analysis. While our empirical findings provide a solid indication of QAOAs perfor-
mance for k-NAE-SAT, this can be improved through a theoretical understanding. This is particu-
larly relevant to the study of large instance sizes n — oo, where it is impractical to simulate circuits
with such large widths. This can involve the techniques of multinomial sums, introduced by Bouleb-
nane & Montanaro [10].

NAE-SAT classical solvers. We introduced WalkSATm2b2 and showed it outperformed WalkSAT1m
on k-NAE-SAT instances. Further extensions should be considered as well as entirely new classical
solvers. It is important to identify regimes where there is true quantum advantage. As such, it is
equally important to identify possible improvements to current classical approaches.

Variants of SAT and NAE-SAT QAOA. In this work, we focused on fized angle QAOA, selecting
hyperparameters with one procedure. While we demonstrated that this was sufficient to identify a
quantum advantage, other procedures may improve QAOA’s ability to generalise and reduce the
number of layers p required. Possible extensions can be categorised as:

1. Non-fixed angle QAOA, where parameters are trained on the instance itself. This is computa-
tionally expensive and so the incurred costs should be studied and justified over a generalised
procedure.

2. Other procedures for directly generating hyperparameters. Again, this should take into con-
sideration the cost of the procedure and not just improvements to the success probability of

QAOA.

3. Other procedures of indirectly generating hyperparameters. This can include warm starts,
where the parameters for other k£ and p are used as the initial values in training. Qualitatively,
we found that there was often agreement of 8 and 7* in regimes of similar problems and layer
counts.

Variants of SAT. This work focused on k-SAT and k-NAE-SAT. The potential of QAOA can be
studied for other problems as both an exact (1-in-k-SAT, Graph-k-colouring, etc) and approximate
(MAX-k-SAT, MAX-k-CUT, etc) solver. Our object oriented approach allows for a straightforward
extension to such problems.
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Appendix A

(General Representations of Boolean and
Real Functions

A.1 Boolean Functions
Theorem A.1.1. Let f € B,,. The unique Hamiltonian 7:[]” representing f is [28]:

Hr=> fO]][2z =1 ®I+Zf{j}Z+Zf{],k}ZZk (A.1)

SC[n] JjeSs i<k

with Fourier coefficients:

f§) =0 X f@-0= = (i, ] 2) (A2)

ze{0,1}" jes

where the following notation has been used:

o S.x:=>

e [n]:={1,2,...,n}

o Z;:=1%0"Y R 7ZxI%°" je the Z-Pauli operator applied to the j™* qubit.

Example A.1.1. Let f:{0,1}® — {0,1}, f(z) = x1 ® x2 B x3

fy=g 3 f(z)(—l)”“:% S )=l

ze{o 1}3 z€{0,1}3
. 1
Fh) = Z fla)(—nbre = - Z fla)(—1
ze{o 133 xe{o 1}3 (A.S)
HG=t S st S e o
mG{O 1}3 zG{O 1}3
1
{jkl}m — $j+33k+xl [ —
Fi k1}) = Z flz Z fla 5
xE{O 1}3 xe{O 1}3
The representing Hamiltonian is thus
1
= VEAVAYA A4
H = Y i1 2 - s - 22:2) (A

Sc[3] jes
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We verify its application

. 1 1

Hy|111) = 5([ — W7y Zs) = 5(1 —(=1)) [111) =1 x |111) (A.5)
as exrpected.

A.2 Real/Pseudo-Boolean Functions

Theorem A.2.1. For g € R,,, the unique Hamiltonian representing g s 7:[9 s.t [28]:

=" 39 ]] 2 (A.6)
SC[n] jes
with Fourier coefficients:
. 1 L+ 1 .
§(8) =50 D 9@)(=)%* = (i, ][ 2)) (A7)
ze{0,1}n jes

where the following notation has been used:

o S-x:=)

o [n]:={1,2,...,n}

o 7;:=1°0"Y® 7 I®") je the Z-Pauli operator applied to the j™ qubit.
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Appendix B
Complete Results for £.-NAE-SAT

B.1 Success Probability

Given parameters 3" and 7*, we evaluate the success probablhty of QAOA over v = 2500 satisfiable
random k-NAE-SAT instances, {g; : ¢, ~ CNF(n, k,7R*F)}?_) and calculate

The results for 3 < k < 10 and p € {1,2,4, 8,16, 20,24, 28,32} are as in Figure B.1.

B.2 Median Running Times

Given parameters 3 and 7*, we evaluate the running time of QAOA over v = 2500 satisfiable
random k-NAE-SAT instances, r = {0, : o; ~ CNF(n, k,#NAE)}?"} and calculate the median

Medye, [ri*"] (B.2)
The results for 3 < k < 10 and p € {1,2,4,8, 16, 20,24, 28,32} are as in Figure B.2 where we compare
the median running time to the reciprocal of the sucess probability.
B.3 Benchmarking

We compare the median running time of QAOA to that of WalkSAT1m and WalkSATm2b2 across 2500
satisfiable random A-NAE-SAT instances, {0, : ¢, ~ CNF(n, k,iNAE}0 1 1

The results for 3 < k <9 and p € {1,2,4,8,16, 20,24, 28,32} are as in Figure B.3. !

B.4 Excessive Scaling

We assess the scaling C‘gﬁE (B,7) of the above runtimes and fit the points to a power law ~ ap®. This
is compared to random assignment scaling CNpP(8,7) = 217"

The results for 3 < k <9 and p € {1,2,4,8,16,20,24,28,32} are as in Figure B.4 and Table B.1.

Due to time and resource constraints we did not benchmark for & = 10.
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Figure B.1: QAOA average success probabilities across 2500 satisfiable &-NAE-SAT CNF'(n, k
instances (error bars too small to be seen).
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Figure B.2: QAOA median running times across 2500 satisfiable k--NAE-SAT CNF(n, k, 7NAE) in-
stances. Dashed lines are the reciprocal of corresponding success probabilities.
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Figure B.3: Median running times across 2500 satisfiable k-NAE-SAT CN F(n, k, 7R*F) instances of
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k a b

3 10.48193188 | -0.73653218
4 1 0.59220998 | -0.68702534
5 1 0.64106651 | -0.51678505
6 | 0.64427816 | -0.37302963
7 | 0.66099965 | -0.30455395
8 1 0.67472907 | -0.24718223
9 | 0.68581328 | -0.22158058
10 | 0.6987176 | -0.19971659
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Table B.1: Power law fit C’gﬁE(é, ) ~ ap”.
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