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Abstract

Score-based generative models (SGMs) achieve state-of-the-art generalisation on many research
and industry standard datasets. As a result, formulating theoretical results which explain this
impressive empirical performance is currently a highly active area of research. Specifically, we will
be considering de-noising diffusion models, which noise data via a forward process and generate
new samples by applying the reverse diffusion. Most of the analysis in the literature ensures
convergence by relying on the assumption the forward perturbation process can be run arbitrarily
forward in time. While this holds in theory, it is infeasible in practice, particularly in developing
general diffusion model libraries.

In this work, we investigate how the parameters of the forward process can be optimally deter-
mined to maximise the quality of generated samples, over a fixed time interval. We discuss this in
the context of ensuring the convergence of the forward process while mitigating the discretisation
error caused by approximating the backward diffusion. Additionally, we investigate how applying
regularisation techniques in training the score-network affects generalisation capabilities. We apply
our insights to synthetic datasets that lie on disjoint latent supports, which is hypothesised for
many real-world datasets. We derive forward convergence results specifically under this setting
and compare our results to push-forward generative models (such as generative-adversarial net-
works and variational auto-encoders), which are known to suffer intrinsic drawbacks in generating
samples lying exclusively on the support of such datasets. We experimentally show that SGMs
outperform push-forward models under this setting and provide mathematical justifications as to
why score-based models do not suffer such drawbacks.
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Chapter 1

Introduction

Generative modelling is a form of unsupervised learning which aims to generate novel samples in-
distinguishable in distribution from an initial dataset. Generative models have achieved impressive
results in variety of applications such as noise removal [1], text prediction [2] and more recently
in natural language generation through the use of large language transformer models [3][4]. While
generative models come in many forms, in this project we focus primarily on score-based generative
models, specifically de-noising diffusion models.

Fundamentally, these models comprise of two related stochastic processes, a forward perturba-
tion process which diffuses the training set into noise and the corresponding time-reversal process
which transforms noise back into plausible samples. Accounting to its rich literature, the forward
process is conventionally taken to be a stochastic differential equation, specifically the Ornstein-
Ulhenbeck process, which we introduce in Section 2. Formulating the backward process requires
knowledge of the so-called ‘score function’ of the data under forward perturbation.! Without
knowing the true data distribution from which we wish to sample, the true score is intractable.
However, we can learn an approximation by considering a model score function and reducing a
quantity known as a ‘score-matching objective’ [5]. This is the standard construction of score-based
generative models which we will be considering.

SGMs are renowned for their ability to appropriately generalise beyond the training set, which
we demonstrate in Section 3.2, although the literature is still catching up in establishing concrete
mathematical justifications for their remarkable generalisation capabilities. One result of particular
relevance to this project provides an upper-bound on the error between the true data distribution
and generated samples under the time-reversal process. This upper-bound is comprised of three
terms which correspond to the error in converging to white noise in the forward process, a dis-
cretisation error from approximating the continuous reverse process and the error incurred by
approximating the true score function with a learned model.

1.1 Objectives

Much of the theoretical reasoning supporting the generalisation capabilities of score-based models
rely on the assumption that the forward perturbation process can be run as long as required for
the perturbed samples to sufficiently resemble white noise. While this is a reasonable assumption
in theory, it is poorly suited to real applications of diffusion models, particularly in writing general
packages which perform score-based modelling on arbitrary input datasets. This assumption often
has the undesired effect of restricting the analysis to only considering an Ornstein-Ulhenbeck (OU)
perturbation process of a very specific form. In truth however, the parameters of the OU process
are free to be determined.

We believe it is more realistic to restrict the time interval of the forward and backward process
to a fixed finite interval, which we take to be [0,1]. This has the added benefit of not requiring
discretisation over an arbitrarily large time interval. We primarily aim to generalise the bound on
the backward convergence error to arbitrary OU processes over this fixed interval. In doing so, we

IThe score of a distribution with density p(x) is defined as V log p(x).



investigate how varying these free parameters affects the rate of convergence of the forward process
and discretisation error in approximating the reverse diffusion.

Additionally, score-based models are susceptible to overfitting. In the context of generative
modeling, this corresponds to the generated samples lying exactly on the support of the training
set. We investigate how applying standard machine learning regularisation techniques prevents
overfitting. Theoretically, this analysis corresponds to minimising the error caused in approximat-
ing the true score function.

To the best of our knowledge, there is no discussion in the literature on the capabilities of score-
based generative models to learn and generalise on datasets lying on disjoint latent supports. It has
been theorised in the literature that push-forward models cannot adequately reproduce samples
with disjoint support. We aim to conclude by using our results to motivate explanations as to
whether score-based models can succeed in modelling such distributions.

1.2 Contributions

We summarise our contributions below:

1. Formalised the notion of a generalisation metric in score-based generative modelling and
provided theoretical and experimental justifications as to why existing metrics in the litera-
ture abide by this formalisation. We also developed some novel metrics for specific datasets
considered in experiments.

2. Derived an upper-bound on the forward convergence error over a fixed time interval, in terms
of the free parameters of the Ornstein-Ulhenbeck process - under some mild assumptions
on the moments of the dataset. We demonstrate the relationship between parameters and
forward convergence error holds for Gaussian mixture distributions and a proxy distribution
with disjoint latent support.

3. Provided theoretical and empirical justifications on the relationship between the free param-
eters of the OU process and discretisation error over a finite time interval.

4. Combined the above two contributions together to reformulate the upper bound on the
error of the backward process to general OU perturbation processes. Demonstrated this
relationship holds on a variety of synthetic and research standard datasets.

5. Compared this result to existing theorems in the literature relating to push-forward models
and presented justifications as to why SGMs don’t suffer the same drawbacks in generating
samples on Gaussian mixture distributions.

6. Explored how applying regularisation techniques in the training process of the model score
affects the quality of generated samples, specifically we consider early stopping and the
capacity of the score-network.

7. Explained theoretically the generalisation capabilities of SGMs on synthetic examples in
accordance with the union of manifolds hypothesis. Compared this success to existing results
in the literature relating to push-forward models.

1.3 Report Structure

In this report, we introduce necessary preliminaries in stochastic calculus and score-based genera-
tive models in Chapter 2. In the related work section we introduce the manifold hypothesis’ which
motivate the synthetic datasets used in our experiments and introduce an alternative generative
modelling architecture called ‘push-forward’ models, which we compare to SGMs throughout the
project. In this chapter, we also present the primary result from the literature which we aim to
generalise to arbitrary perturbation processes. In Chapter 4 we formalise generalisation and justify
theoretically why our chosen generalisation metrics from the literature abide by this definition. We
present our theoretical and experimental results in Chapter 5, these results are evaluated as they
are presented but we also summarise our findings in Chapter 6. Final conclusions and avenues
for future work are discussed in Chapter 7. Theoretical proofs and details of the various neural
network architectures and training processes are documented in the Appendix.



Chapter 2

Background

Firstly, we introduce some relevant preliminaries that will be referred to extensively throughout this
report. This discussion is very thorough, therefore readers who are already familiar with stochastic
differential equations and de-noising diffusion models can proceed directly to the ‘Related Work’
chapter (Chapter 3).

2.1 Mathematical Preliminaries

2.1.1 Stochastic Processes

A stochastic process a system that evolves forward in time in an inherently probabilistic manner.
More rigorously, it is a collection of random variables which define the distribution of the process
over an ordered set. For the purpose of this report, the random variables will be indexed by
either continuous time as {X;};>¢ or in discrete time as {Xy, }ien,. In theory, time is taken to be
continuous however this is practically discretised to find numerical approximations of the system.

2.1.2 Brownian Motion

Our first stochastic process is standard Brownian motion (also referred to in the literature as the
standard Wiener process). This is a random variable defined over continuous time t € [0,T].
Notationally, any instance of Brownian motion will be denoted throughout this report by W;.
Brownian motion satisfies the following properties [6, Chapter 2],

e Wy = 0 almost surely.
e Vt,s€[0,7] and s < t wlo.g., Wy — W5 ~ N(0,t — s).

e The increments {W;, =Wy, , Wi, =W, ..., Wy, —W;, _, } are mutually independent for Vk € N
and Vt; € [O,T] with 0 <t <ty <--- <t <T.
From this definition is is quite easy to show, by considering the sum of independent Gaussian

variables, W, ~ N(0,1t) < VEN(0,1).

Simple random walks.
Simple brownian motion paths Histogram of brownian motion paths
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Figure 2.1: Some simulations of a simple system with initial value of 100 which varies over time
following the Wiener process, so X; = 100 + W;. The right hand diagram shows the expected
distribution of sample paths (red) against the histogram of 10,000 realisations at time 7' = 1, 000.



Brownian motion is a universal stochastic process with a wide breadth of applications. It is
especially prominent in finance as it adopts both the Markov and martingale properties, which
are both common assumptions about the dynamics of many financial instruments. Additionally, it
can be shown sample paths of Brownian motion are almost surely continuous, although nowhere
differentiable! [7, Theorem 1.3, p.g. 12].

2.1.3 Stochastic Differential Equations

Stochastic differential equations are differential equations which have an additional stochastic pro-
cess term. Initially used in molecular process modelling [8], stochastic differential equations have
found applications in numerous fields, including the famous Black-Scholes equation for options
pricing [9, Chapter 4.5]. More generally, they can be used to model any process for which small
complex behaviour can be approximated by random perturbations in the system. In this report
we will be considering stochastic differential equations driven by Brownian motion, given by the
following general form:

dXt = f(Xt,t)dt+U(Xt,t)th (21)

Here, dW; denotes the Wiener process over a small time dt, dW; ~ N(0,dt). f(Xi,t) is often
referred to as the ‘drift’ component and o (X, t) the ‘diffusion’ component. The above formulation
(2.1) is mathematical shorthand for the following the integral equation,

t4dt t+dt
Xt+dt *Xt = / f(Xu,u)dqu / O'(Xu,u)qu (22)
t t

where the first integral is a standard Lebesgue/Riemann-Stieltjes integral and the second is a
stochastic integral, which are discussed below.

Example: The Ornstein-Ulhenbeck Process

A notable case of (2.1) is the Ornstein-Ulhenbeck process,

where  measures how quickly the system approaches the asymptotic mean o and we have a
constant noise component ¢. Additionally, providing f > 0, Ornstein-Ulhenbeck processes are
‘mean reverting’, which means they will converge in expectation to o as ¢t — oo. This can be
seen from the analytic solution to an OU process, which is the unique invariant distribution of the
process (this is derived in the Appendix A.2.1).

(1— 62&)) 4 N(a, ‘LQ).

2
Xt|X0 =g N (l’QB'Bt + Oé(l - 67516)7 i 26

2

2.1.4 Stochastic Integration

Stochastic calculus seldom follows the rules and intuition of conventional calculus. In construct-

ing the Riemann integral, we partition the interval [0,7] with Py := Uf\io[ti,tiﬂ} and define
|Py| := max {At; :==t; —t;—1 | i =1,...,N}. The Riemann integral is then defined on the uni-
form partition P := Uio[%, (H'Al,)T] as limit of the sum:

T N
| st = tim S = b, (2.4)

=1

We have a similar formulation for the stochastic integral with respect to the Wiener process,

|PN|*>0

T N
/O FdWy = Tin S )0V, - W), (2.5)

Hntuitively, the lack of differentiability follows from the Markov property, as the derivative acts as a velocity of
the process.



The ‘upper Riemann sum’ presented in (2.4) has been shown to be equivalent the alternative
midpoint formulation:

T . al ti +ti—1
/0 Flu)du = ‘Pgﬁgo;f (2) (t; —ti1). (2.6)

The corresponding midpoint form of the stochastic integral is:

/Tf(u)o%dwu: lim if(’f“l) (W, = Wi, ). 2.7)
0 | Px| =0 2 ' o

From the definition of Brownian motion AW, := Wy, — W;,_, ~ N(0, At;). As Brownian motion
has unbounded total variation, the stochastic integral is not independent of where the integrand,
f, is evaluated between points ¢; and t;41. Therefore, the two formulations ((2.5) and (2.7)) have
different solutions, a mismatch which does not diminish as |Py| — 0. In the literature, (2.5)
is known as the ‘Ito6 integral’ and (2.7) the ‘Stratonovich integral’. As these intepretations have
different properties, the choice of evaluating a stochastic integral in the It6 or Stratonovich sense
is entirely a modelling issue.

2.1.5 Discretisation Schemes

In some cases, it is possible to find analytic solutions to stochastic integrals. We can then sample
them at a given time ¢ to produce sample realisations of the process, at that point in time. In
practice however, it is often impractical or impossible to derive a closed form solution to a stochastic
integral. In these cases, we aim to numerically approximate the process instead. Our discretisation
scheme follows intuitively from the formulation presented in (2.2). Rewriting this we can see,

t t
X =Xg —|—/ f( Xy, u)du +/ o(Xy,u)dW,, 0<t<T. (2.8)
0 0

which by choosing a uniform partition on the above discretisation (2.5) gives,

Xt = Xti + f(th,tz)At + O'(th,tl)A(Wt) for i = ]., ceey N, At = T/N and tl = iAt. (29)

141
This is the ‘Euler-Maruyama’ discretisation®. At is referred to as the ‘step-size’. Furthermore, a
numerical approximation, X jAt7 of the stochastic process, X;, has a strong order of convergence «
if there exists a constant C' > 0 independent of At such that

E HXjAt — XJMH < CAt*. Vj=1, ... ,N, and At sufficiently small. (2.10)

The Euler-Maruyama method has strong order of convergence of 3 [7, p.g. 148]. There exists
methods with greater order of convergence, such as the Milstein scheme (« = 1), however this will
not be relevant to this project. For the Ornstein-Ulhenbeck process, the two schemes are actually
equivalent as the diffusion term is independent of X; and therefore the Euler-Maruyama scheme
attains an order of convergence of a = 1 in approximating OU sample paths.

2.1.6 Time Reversal Of Stochastic Differential Equations

As with many stochastic processes [10], stochastic differential equations have a time-reversal pro-
cess, which describes the dynamics of the system backwards in time from the current state Xrp.
For a stochastic differential equation (2.1), VT > 0,Vt € [0,T], the time-reversal process is defined
as [11],

dXT,t = [—f(XT,t, T—t)—i—J(XT,h T—t) [Vm log(pT,t(x))] O'(XTft, T—t)T]dt-f—O'(XT,t, T—t)th

(2.11)
It’s worth noting the presence of the ‘score-function’, V,logp(z), of the marginal p(x) at time
T — t in the time-reverse process. The drift term can be interpreted intuitively in the following

2This was derived here using the Ité interpretation (2.5) however there is an analogous result using the
Stratonovich integral in a similar manner.



sense: —f(Xp_y, T — t) acts a reverse dispersion in the direction of the initial distribution and
the score function contributes to a gradient ascent of the log probability density as ¢ — 7" in the
reverse process. This idea forms the basis of modern score-based generative modelling methods. If
we know the score function and stationary distribution of the forward process, we can reverse the
forward perturbation to generate samples from the initial data distribution. Of course, these are
unrealistic assumptions, as if the score-function at all times ¢ is known we can simply sample from
po directly. Nevertheless, an example using the analytic score to generate samples from a Gaussian
mixture distribution is presented in Figure 2.2.

# points

4] 2 4 6 8 10

Figure 2.2: This figure shows the time reversal of 10,000 particles under an Ornstein-Ulhenbeck
process with parameters are § = %, a =0, o0 =1 to generate samples from a one-dimensional
Gaussian mixture prior given by: po(z) = 2N(=5,1) + $A(5,1). The coloured background is a
histogram of the particles backwards in time, with lighter yellow indicating greater particle density.
We can also see the visualisation of 3 sample paths under the backward process overlayed on top

of the histogram.

2.2 Score-Based Generative Models

In this section, I will first introduce the theory behind score-based models and describe how the
score-function can be used to generate new samples using a Markov chain Monte Carlo (MCMC)
method known as Langevin dynamics. This process suffers some notable set-backs, which are
addressed by iteratively perturbing the initial samples in discrete time steps. As the discretisation
approaches continuous time this perturbation resembles a diffusion process. With this formulation
we arrive at state-of-the-art score-based models, which will serve as the foundational model on
which we will explore generalisation properties.

2.2.1 Likelihood-Based Models

An intuitive approach to generative modelling would be to explicitly model the underlying data
distribution and employ standard sampling techniques to generate new samples from the model
density. This task can be formalised as fitting a parameterised density pg(z) to samples 2 € R”
which come from an unknown parent distribution pg.te(x). This is referred to as ‘likelihood
estimation’ as it aims to estimate the optimal set of parameters, #*, which maximise the probability
of the observed samples occurring under our proposed model density. As the logarithm function is
a monotone, it is often easier to determine when the log-likelihood is maximised instead. Therefore,
the model density is often defined in the following form,

p(x;0) x exp (—E(x;0)). (2.12)

Here E(x;0) is some function parameterised by § € R™ and commonly referred to as the ‘energy
function’. Formally, this estimation is constructed as in (2.13) and usually entails differentiating

the likelihood function L({X;}) = Hf\;l po(x;) with respect to 6.

N N
6 = argmax p(z;;0) = argmax » logp(x;; 0 2.13
e [ p(r:20) = argmo 3 ogp(2:0) (213)

i=1



However, as the normalising factor is a function of the parameters # we aim to minimise, likelihood
estimation requires the normalised density®. Clearly, pp(z) can be normalised for a general energy
function,

po(x) = M, where: Z(0) = /n Do(x)dr < oo and

p denotes the unnormalised density function.

Evidently, this requires the integral to be analytically tractable, or at least feasibly approximated.
This is the primary issue with likelihood-based models as the normalising term Z(6) is often
intractable for a general energy function. Furthermore, numerical approximations have been shown
to deteriorate in higher dimensions too [5]. Therefore a likelihood-based approach is quite restrictive
on our choice of energy function and therefore overall model. To circumvent this, we can attempt
to approximate the likelihood function instead [13, Section 3| - the challenge however lies being in
approximating —Vg log Z(9).

Vg logp(z;0) = Vglog p(x;0) — Vg log Z(6).

= —VE(z:0) — Ve log/CXp( E(x;0))dx

VB (z:0) — Vi ( / exp(— >
CVeE(x:0) — Vs ( / exp(— dm)

LV E(x;60) — ( / (Vo E(x:0)) exp(—E(: 0))d )(Z(G))l
(

(exp x@))d:z:>_1

Ve E(x;6) — </ (VoE(z; 9))T

)
= —VoE(x;0) — (/ (VoE(z;0))p(x;0) dm>
= *VGE('I; 0) - Exwpe(z) [7V9E(.T, 0)]

Therefore, providing we can sample from our model density, for any 6, we can employ a Monte
Carlo estimator of —Vylog Z(6),

M
—Volog Z(0) = Epop, () [~ Vo E(z;0)] = Z —VgE(z;;0)], where x; ~ pg(x).

We will denote this estimator as log Z (). This provides us with an algorithmic approach to
determining §* via gradient ascent on the modelled likelihood function,

O = Op—1 +Volog L(z™;0_1)
N
=0k-1+7Vo Y _logpy,_, () i ~ Ddata ()
=1
N N
=0k 1+ Vologps, ,(x:) =0k1+7 > VoE(xi; k1) — Volog Z(0)
i=1 i=1

N M
=61 +7 Y VoE(wi;0k1) — 7% > VoE(xj;01-1), Tj ~ po,_, (2).
i=1 j=1
Therefore, we can perform an iterative gradient descent on our N samples at x; to use in estimation
of log Z(#) and then performing an update step on 6}, this continues back and forth until we have
convergence for 0. This process specifies what are known as ‘constrastive divergence’ methods,
for which a general algorithm is presented below (1). Unfortunately, these methods suffer from
convergence issues in finding 0, as the estimator is biased [14, Section 5].

3With an un-normalised density we usually employ MCMC methods such as Metropolis Hastings or Gibbs
sampling. These methods too have their limitations, for example the Monte Carlo random walk has been shown to
poorly explore the state space, particularly in high dimensions [12].

10



Algorithm 1 MLE of 0 via contrastive divergence

XM~ po(x) > Initialise M samples according to some initial distribution pg(z)
6o < p(0) > Initialise 6y from some prior
XM= ¢ samples from paqra ()
while 6, not converged do
140
while ¢ < M do
Xi <+ X! | +7.Vilogp(Xi;0k—1) + /27yW; > Langevin dynamics on our samples X i
end while
O < Ot +y — (ve SN B(X[0i1) — 2 M Ve B(XM gk_1)>
> Gradient descent with estimator for log Z(6)
end while

2.2.2 Explicit Score Matching

Score-based models avoid the difficulties in approximating intractable normalising constants by
instead modelling the gradients of the data distribution. That is, the model S is given by
S(x;0) := V,logpe(x) aims to approximate the true data score function, Vlogp(z). In 2005,
Hyvarinen introduced the first instance of a score-based model called ‘Ezplicit score matching’ [5,
Section 2]. With our model density pg(z), it follows our model score function is given by,

S, (.13 9) Blogpg(a:)
S(z,0) = . = L = V. logpg(x) = V, log p(x).
Sul,0)] | Hogreln)

Importantly, the score function does not depend on the normalising constant Z(6),

Po(x)
7(0)

Vi logpg(z) =V, log = V. logpe(x) — V. log Z(0) = V, log ps(x).

Considering the model density of an exponential form (2.12), as we no longer require the normalising
constant to be calculated (or even approximated) we can consider a much wider set of proposed
energy functions F(x; ). In this case, it also clearly follows that we have S(z;0) = -V, E(z;0).
In a manner similar to parameter estimation in likelihood-based models, Hyvarinen suggests we
determine the optimal model score function by finding the set of parameters 6 which minimises
the Fisher divergence? between the true score of the data V, log p(z) and the model score S(z,6),
which is given by,

1 1
Tisar(0) = 5Epco) (192 logple) - S 0)IE] = 5 [ (@) Vzlogs(a) - S(a.0)| .

Where || - ||2 denotes the Euclidean norm (L?-norm) in R™. This is the first instance of a ‘score-
matching objective’ - a quantity we aim to minimise in modelling the score function. Our optimal
score function is therefore parameterised by the 8* € R™ such that,

0" = argmin Jrsn(0).
0*€R™

This is explicit score matching (‘ESM’) as it requires knowing the true score V. logp(z) of the
parent distribution - the very quantity we're aiming to approximate with S(z; ).

2.2.3 Implicit Score Matching

Score-matching objectives are ‘equivalent’ if they are minimised for the same value of §. This is
sometimes denoted in the literature as J;(0) — J2(60). As we will see throughout this section,
finding equivalent score-matching objectives is a very powerful tool in score-based modelling as it
enables faster, more accessible and more accurate searches across the parameter space. Fortunately,

4The ‘Fisher divergence’ between two distributions p and q is defined as Ep2) ||V logp(z) — Vz log q(x)]|?].
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in the case of explicit score matching, Hyvarinen derived an equivalent score matching objective
which does not require knowledge of the true score V., logp(z) [5, Section 2, Theorem 1].

Tesu(0) = By %mv log(p(y)) ~ S(s: )1

/ Z %[Sj(% 0)]*dy + constant (2.14)

j=1 3y]

Jrsa(0)

Where y; refers to the j/* component of the variable being integrated over, namely y, it is important
to distinguish that it does not refer to a sample. This constant term is independent of 6 and
therefore can be ignored in finding the set of parameters 0 which minimises the Fisher divergence,
that is Jgsar — Jrsu- Finally, we can use the samples {z;} in a Monte Carlo estimator for the

quantity Jrsar(6),

1
Trsu (0 TZ 0;8; (w3 0 [Sjm;e)}z
=1 j=1
al L
— J— 2 —
=7 ; Tr V E(x;;0 +J; > (2456

As with any Monte Carlo estimator we know this to be a consistent estimator for Jrsas(0) by the
law of large numbers. We can use our estimator J;gr(6) to estimate the set of parameters § which
minimise the Fisher divergence and ultimately gives us an ‘optimal’ model score function S(z, é)
See the Appendix C.1, for an example of score matching on the one-dimensional Gaussian.

Drawbacks Of Implicit Score Matching

In practice, calculating the hessian of the log density is an expensive operation which scales poorly
on higher dimensional data. In fact, arguments have been presented as to why from a theoretical
standpoint it is unlikely that there exists an accurate and efficient algorithm for computing the
trace of an arbitrary function’s hessian [15, Section 6]. Methods have been proposed to mitigate
this, such as ‘sliced-score matching’ which approximates the trace of V,S(z; ) by projecting the
scores onto random vectors [16].

2.2.4 Unadjusted Langevin Dynamics

Langevin dynamics are an Markov chain Monte Carlo method which generates samples from p(z)
by the following iterative process [17],

Xi11 =Xt +9Vlogp(x) + \/27Z, where Z ~ N(0,1),~ small.

X is drawn from a prior distribution pg(z). After an initial ‘burn-in’ period the produced samples
will follow the distribution defined by p(z). Intuitively, Langevin dynamics can be interpreted
as a noisy gradient ascent of the log density. As Langevin dynamics only accesses the density
through the score function, we can approximate this process through our score model S(z, é) By
combining our estimator for the score function and Langevin dynamics, we have the first candidate
for a generative score-based model, which I will demonstrate in an example below.

Example: Generative Score-Based Modelling Via Langevin Dynamics On A Two Di-
mensional Gaussian Mixture Model

In this example, I will demonstrate how to generate new samples from an unknown Gaussian
mixture using the methods described above. Firstly, we define our un-normalised model density
as follows,

p(z,0) = %exp(—%(w — M8 (x — My)) + %exp(f%(:r — My)T So(x — My))
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where M; € R? and S; € R?*2. Therefore our model score function is,

2
S(z,0) =V, log (Z exp —Vi(x)> ,where V(z) = %(m — M) Si(x — M;).

i=1

Instead of finding the optimal parameters analytically, I will instead take a more practical approach
and use gradient descent to find the set of parameters which minimises our estimator of the score
matching objective: J. 150 (0). This estimate is of course a random variable, as it is a function
of the random input data samples. With this estimation of the optimal set of parameters, é,
we can perform sample generation using Langevin dynamics, substituting the true score function
V. log p(z) with our model score S(z, ).

Xip1 = Xy +75(x,0) + \/2vZ, where Z ~ N(0,I),~ small.
The phase portrait of the score function and the diffusion of particles forward in time are presented
in Figure 2.3 below. The random particles gradually move to be centered around the two means

at (—5,—5) and (5,5).

Langevin dynamics
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T T e e s AT S S ey
75 1 \ ——, T 7.5 \ T .
501 \ \ § \:‘:; e sol NV ) NS Ll e
251 § § \ { 1 o - -- . 2.5 § § § k J - o --.'. :
NNV b et ~ NN L / ol ~
001 X 3 / Aot b NN 001 NN A , Aobel N NN
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-10.0 -75 -50 -2.5 00 25 50 75 100 ~100 -7.5 -50 -25 00 25 50 75 100
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15 ——ee e e s ’ 15 ——a e e e .
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Figure 2.3: On the upper-left diagram we can see the initial random distribution of our particles
(illustrated by blue dots). Under Langevin dynamics the particles move across the phase portrait
and center themselves around one of the two mixture means (illustrated by red dots). Subsequent
iterations after convergence move the points around the two means, with the dispersion of particles
roughly following the covariance matrix of each mixture component.

Drawbacks of Unadjusted Langevin Dynamics

As the model score function is found by minimising the Fisher divergence between the model score
and the true score, if our model score poorly approximates the true score in areas where the density
is low then it’s contribution to the J(#) is minimal. Furthermore, as in practice we would employ
the Monte Carlo estimator, this difference will be greater too in areas where the samples are less
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frequent, which is of course exactly areas where the probability density is low. This is an issue
because, as in the previous example, little assumptions about the true data distribution can be
made in determining our chosen prior pg(x) as such, particles are initialised somewhat arbitrarily
across the state space determined, of course, by the prior chosen. This means particles under
Langevin dynamics will often be initialised in areas of the state space for which the true density
is low. As a result, sizable inaccuracies in our model score function in these regions will impair
the initial trajectory of some particles and can ultimately prevent convergence entirely, in these
regions of the state space.

Additionally, even when using the true score function, Langevin dynamics can fail to adequately
sample from distributions with multiple modes as they admit regions of zero score. This issues
arises as it is only the random perturbations of vZ which can "push" samples across such regions.
We demonstrate this flaw in the Appendix C.3 by running the Langevin procedure on an unequally
weighted Gaussian mixture distribution.

2.2.5 Annealed Langevin Dynamics

In order to circumvent these issues, Yang Song proposed a method called ‘annealed Langevin
dynamics’ [18]. Instead of performing Langevin dynamics directly on the data samples we first we
perturb the initial input data samples with noise. Conceptually, this noise will scatter the samples
around the state space and populate low density regions where the model score poorly approximates
the true score. This introduces an important trade-off. Excessive sample perturbation causes a
loss of valuable information regarding the initial distribution of samples, which is the most reliable
indicator of the parent distribution we aim to sample. Conversely, if we do not noise the system
enough then we face poor score estimation in regions of low density as previously discussed.

In order to avoid introducing too much perturbation at once, increasing levels of the noise
is iteratively applied to the samples. Usually the noise is Gaussian N; ~ o;N(0,I) and so the
following noise scales perturb the data: o1, 09, ... ,o5. Under this formulation, the noised samples

atl(-j ) are distributed as follows,

Po, () = /p(y)N(x;y,O?I)dy-

This motivates training the so-called ‘Noise conditional score-based model’; S(z;6,j), which is
trained such that Vj € {1,..., M} S(x;0,j) =~ V,logps,(z). Similarly to minimising our previ-
ous score-matching objectives, we fit this model by finding the parameters 6 which minimise the
following score matching objective,

M
Tar(0) =D AGEy,, [IIS(w;0,5) = Valogps, ()7 (2.15)
=0

Evidently, Jys is a weighted average of the Fisher divergence across all noise levels (the weight

function A(j) is often chosen as A(j) = ¢3). In a similar fashion to approximating Jrsas(6),
cach Ej [|| - 3] can be approximated using a Monte Carlo estimator. In which, each sample

fo )~ Po; () can be acquired by adding Gaussian noise o;N(0,I) to a random sample drawn

from the initial input samples ~ p(z). Once 6 is determined new samples can be generated by
the following procedure. For o, sufficiently large S (x;é,M ) is well defined on the support of
the prior. Therefore, we can run Langevin dynamics, substituting S(x; 6, M ) for the true score
function, until the samples have converged to p,,,(z). By running Langevin dynamics reversed
through the noise scales (M down to 0) we see after running j instances of Langevin dynamics the
samples are distributed ~ pg,,_;(x). Hence the samples will be generated according to po(x) after
M iterations of Langevin dynamics. The algorithm is presented below (2):

Since it is not wholly relevant to the focus of my project, for a thorough study of how annealed
Langevin dynamics can be further improved I direct the reader to this study [19].

2.2.6 De-noising Diffusion Score-Based Generative Models

Instead of a finite limit in the noise added to the system we can instead continuously perturb the
data points forward in time using a diffusion process. This is a more general approach as the
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Algorithm 2 Annealed Langevin Dynamics

Xi(i/i)o ~ po(x) > Initialise samples according to some initial distribution pg(x)
forj=M, ... 1.
fort=1, ... ,T: > Run Langevin dynamics until convergence to po, ()
X(J)<—X(j) 1 +7S(X Zt ) 10.5) + 2V Z
X l(jt }J) X 1(372 > Define initial samples for subsequent Langevin diffusion

return {Xi(g):O }.

perturbation can be run arbitrary forward in time, until the input samples are sufficiently noised
across the state space.

For example, one choice of discrete noising that has been shown to work particularly well is
setting the noise parameters o; to follow a geometric progression [19]. If at each time-step the
perturbation is multiplied by a constant A2, it follows o; = A’. Considering the corresponding
continuous time formulation,

dX; = etlosN gt

Which perturbs the data with mean zero and exponentially growing variance, as expected.

After discrete perturbations, samples are generated by applying a sequence of backwards
Langevin diffusions. Analogously in continuous time, the reverse stochastic process of the forward
time perturbation is applied for sample generation. If the limiting distribution of the perturbation
process is known, samples can be generated from the unknown parent distribution by applying the
time reversed perturbation process to samples drawn from the limiting distribution. Under this
formulation, the limiting distribution of the time reversal process is the parent distribution our
initial data was drawn from.

Importantly, in using the reverse process of a stochastic differential equation (2.11), we require
knowing the score of the marginal, V, log p;(z), V¢ € [0,T]. As this quantity is unknown we aim to
train a ‘time dependent score-based model’ (denoted by S(x,t;0)) as a model of the time dependent
score function V;log(pi(x)). In a similar manner to previous score estimation schemes, we aim
to minimise the following quantity at each time in the perturbation process (which is now the
continuous interval [0,T]):

Je(0) = Ep, )|V log pe(x) — S(,;0)|1°] = Eagmigasa Ep,(o1o0) [[| Vi log pe () — S, £ 0)] ]

Where A(t) is a weight function, by [20] a good candidate is A(£) o« 1/E [||Vy, log p(z¢|o)||?]. It
has been shown this score matching objective is equivalent the following ‘ De-noising score matching
objective’ [21]

Je(0) = Eaomjiara Bp (o100) [ Vo Log(pe (w]20)) — S(, 0, 8)]°] (2.16)

This is a very nice formulation, as the score-matching objective is now independent of the unknown
initial data distribution. Furthermore, p;(z|xg) is defined wholly by the perturbation process used
to noise the data. In many cases, the conditional probability density is analytic so V, log p;(x|zo)
can be easily expressed for further simplification. For example, under an Ornstein-Ulhenbeck
perturbation process (2.3) we have,

26
e

Ve log py(xlzo) = z + (zo — a)e )

28 .
— Jt(e) E%NMW]EM lzo) [H x G,t) + m (OL — T+ (130 — Oé)e ﬂt)

2]
As in formulating the annealed score matching objective (2.15), we aim to minimise J;(#) over the

entire perturbation process, which is ¢ € [0, T]. Therefore, the complete score matching objective
is given by the expectation of J; over this range,

Jr(0) = Etnjo,ny [ (0)]- (2.17)

In finding the parameters 6 which minimises this score matching objective we obtain our ‘time
dependent score-based model’, S(z,t;0). This is substituted for the true marginal score in the
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time reversal of our perturbation process in (2.11),

dXT_t = [*f(XT—t, T— t) + O'(XT_t, T— t)S(:c, T— t, é)O'(XT_t, T— t)T]dt + O'(XT_t, T— t)th

(2.18)
This approximate reverse process is applied to samples generated from the known stationary dis-
tribution of the forward process to generate new samples from the unknown parent distribution.
This approach is well visualised using a diagram presented by Yang Song.

Data Forward SDE Prior Reverse SDE Data

dx = f(x,t)dt + g(t)dw 4’@_ dz = [f(z,t) — ¢*(t)V, log p:(x)] dt + g(t)d@

po(x) pe(x) > pr(z) pi(z) > ()

Figure 2.4: Yang Song’s visualisation illustrating the forwards perturbation to a known distribu-
tion, followed by applying the reverse process to new samples from that distribution to finally
generate new data points [20].

2.3 Discretisation and Implementation

2.3.1 Score Model

In practice, the score function is seldom modelled analytically, as presented in the background
section, and instead a neural network referred to as the ‘score-network’ is used instead. Anal-
ogously to finding the optimal parameters under an analytic model density, the score-network
is parameterised by its weights, €, and trained by minimising a score-matching objective in the
similar fashion. Therefore, the score matching objective serves as the loss function in training the
score-network. For a thorough description of the score-network architecture, see the Appendix B.1.

2.3.2 Perturbation Process

In both theory and in experiments, we will only be considering the time homogeneous® Ornstein-
Ulhenbeck perturbation process (2.3). This is a common choice in score-based modelling as it is
mean-reverting and the stationary distribution is Gaussian. In fact, the OU process (with a = 0)
is the only mean-zero Gaussian second-order stationary Markov process with continuous paths on
R [7, p.g. 43]. In theoretical arguments we will not restrict the choice of parameters, however
in experiments we will specify & = 0 and ¢ = /2B, as this maintains the standard Gaussian
stationary distribution for an arbitrary 5 € R. Therefore, the forward and backward processes are
specified as follows,

Xo ~ Pdata; dXt = —PBXidt + \/2BdW; (forward process)
Yo ~pr, dY, = [8Y: + 28V, logpr—.(Yy)] dt + \/28dW, (backward process)

Of course, we do not have access to the true score function and instead substitute the trained
score-network, S(z, t; é) In our experiments, the backward process is always discretised with the
Euler-Maruyama scheme (2.9) and unless otherwise specified At = 0.01. Finally, as we do not have
access to pr, we instead use the known limiting distribution of the forward process, po,. From this
we can formulate our discretised reverse process,

Zo~poor AZjar = | B2 +285(Zyae, AL O)] - At + v/25dWa,

5That is, the parameters, o, 8, and o are constant with respect to time, as well as X;.
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Chapter 3

Related Work

‘Generalisation’ refers to the capability of generative models to produce plausible samples outside
of the training set. Investigating how altering the training process of score-based generative models
affects generalisation will be the main focus of study in this project. We will start by formalising
the structure of the datasets in our experiments and introduce the generalisation property with
an example. Furthermore, we will consider a class of alternative generative models, known as
‘push-forward’ models, as a means of comparison to score-based models throughout the project.
We conclude this section with an important result from the literature which bounds the error in
the backward diffusion process used to generate samples in score-based modelling.

3.1 The Manifold Hypothesis’

The Manifold Hypothesis

The ‘manifold hypothesis’ states that data often lies on a lower-dimensional support embedded
within higher dimensional space where it is observed [22]. This is a widely accepted assumption
in deep learning and motivates the study of dimensionality reduction in data science. Informally,
the hypothesis states data can often be wholly and accurately specified in a lower-dimensional
representation. Consider, for example, the set of all 28 x 28 bitmap images of dogs. While this
dataset lies in R?®*28 it would be sensible to reason this dataset does not represent all images
expressible in 28 x 28, such as images of cars, and therefore there exists a lower dimensional
representation of just dog images.

The Union of Manifolds Hypothesis

The assumption that data lies on a single underlying support has been theorised to be restrictive as
it implies the latent dimension is constant across the entire dataset. A recent paper hypothesises
the latent support is not necessarily a single connected component but comprised of multiple
separate supports - potentially of differing dimensionality [23]. This is referred to as the ‘union of
manifolds hypothesis’.

Firstly, I would like to formalise this definition of a disconnected subspace - which will explain
why push-forward models exhibit poor generalisation on datasets lying on a union of disconnected
supports.

Definition 3.1 (Disconnected data supports). Let (X, d) be a metric space and M C X the support
of the data. M is ‘disconnected’ if there exist open sets U,V C X such that the following hold:

e UNV =10
e MCUUV
e MNU#D and M NV #0

Intuitively, this definition suggests that M is disconnected, if it can be separated into two pieces
using open sets - with the separate pieces being M NU and M NV.
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To the best of our knowledge, there is no comprehensive discussion in the literature on the
capabilities of score-based generative models to learn and generalise on datasets lying on disjoint
latent supports.

3.2 Generalisation In Score-Based Generative Models

To motivate this investigation, we present an example of a

dataset which lies on a lower dimensional support, with par- o

tial representation, observed in higher dimensional space. Tl
Specifically, consider the training dataset given by 8 points ©

uniformly dispersed around the unit circle, Mypqin = 10 Pt

{(cos Tsinf)i=0, ..., 7}, illustrated in Figure 3.1. De- 0s ,,"‘ ®

spite being a simplistic example, this a very realistic abstrac- . | ‘ i

tion. In practice, the true support is always under-specified iy /

by the training set. Of course, if the true support is fully o u -
specified, we can uniformly sample from the training set to Lo s

produce samples following the parent distribution. Further- 15

more, the circle can be parameterised by one variable, yet
we observe the data points in two dimensional space, which
satisfies the manifold hypothesis.

Under perturbation using an Ornstein-Ulhenbeck process Figure 3.1: The training set and tar-
(B =1, a =0, 0 = /2), the samples converge in the get support of this experiment.
forward process to N (02,I2). If the backward process is
specified using the score associated with the training set, which can be determined in this case,
the support of the generated samples is exactly the support of the training set. This is visualised
in Figure 3.2 below.
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Figure 3.2: On the left-hand side we see the empirical score function evaluated at ¢ = 0.01, this
shows the direction of particles diffusion towards the end of the backward process. We can see the
particles are directed solely towards the training set. The right-hand diagram is a heatmap of the
generated samples, which we clearly see are supported exactly on the training set.

Evidently, there is no generalisation beyond the training set. This is because under the empirical
score, the discrete distribution of the training set has been taken to be the true parent distribution.
This would only be reasonable if the training set is very representative of the parent distribution.
The score function of the training set should be replaced the score of the true distribution or, failing
that, by a score model trained using an appropriate score matching objective. Figure 3.3 visualises
the learned score and generated samples at 5,000 and 11,000 training epochs respectively.

Due to the expectation over the training set in the score matching objective (2.16), the learned
score will eventually overfit and resemble the score of the training set. This is why the loss
function cannot be used as a good measure of generalisation. We see this by comparing the
generated samples between the training set score in Figure 3.2 and learned score at 11, 000 epochs in
Figure 3.3. However, if the training is stopped 5,000 epochs the score-based model has remarkably
inferred the true support of the dataset, from just 8 training points. This is what is referred
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Figure 3.3: On the top row we see the learned score (at ¢ = 0.01) and a heatmap of 3,000 generated
samples using the score-network in the reverse SDE at 5,000 training epochs. The bottom row
shows the same setup but with the score network at 11,000 training epochs.

to as ‘generalisation’ in score-based models. Early stopping is a classic regularisation technique
in machine learning and in this example we have observed its effect on the quality of generated
samples.

This example clearly exhibits the generalisation property of score-based generative models
and was largely based on the documentation of the diffusionjax library [24]. This motivates
an investigation of how altering the training process of score-based models affects the quality of
generated samples. Specifically, we focus on the parameters of the Ornstein-Ulhenbeck process
(2.3) and the architecture of the score network.

3.3 Generalisation Metrics

In order to quantify the affects of varying the training process on the quality of generated samples,
we require a set of metrics to measure the quality of generated samples on a target support. Some
of these metrics have strong theoretical foundations which we use to derive results on generalisation
capabilities. In reality however, data (such as images) is seldom distributed following a tractable
probability density. Therefore, in practice such metrics are less applicable. As a result, I have
considered more general metrics such as sliced-Wasserstein and also constructed novel metrics for
specific datasets of study. The dataset specific metrics are discussed in the following chapter.

3.3.1 Total Variation

The primary metric I will be using, in derivations, to measure distances between distributions is
the total variation, which is defined as follows:

Definition 3.2 (Total variation). Let p and q be probability measures defined on the measurable
space (X, F). The total variation is the measurable set for which the difference in measure is
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greatest.

TV(p.) = suplp(4) o A)] = 5 [ o) ~gta)lde € (0.1).

Using results from measure theory, we can derive at the latter formulation [25, Proposi-
tion 4.2, p.g. 48]. Trivially, TV(p,p) = 0 and TV(p,q) = 1 for p, ¢ defined on disjoint supports.
In fact, we can make the strong assertion that for p and ¢ defined on R¢, TV(p,q) = 1 if the
intersection of the two supports has Lebesgue measure 0.

3.3.2 Kullback—Leibler Divergence

Definition 3.3 (Kullback—Leibler divergence). Let p and q be probability measures defined on the
measurable space (X, F). The Kullback-Leibler divergence (or ‘KL-divergence’) is given by,

KL(ollo) = [ pla)tog B2

KL-divergence admits the following properties: K L(p||q) > 0 with KL(p||q) =0 < p =q.
Additionally, it is not symmetric (K L(p||q) # K L(g||p)) and therefore is not a metric in the formal
sense. KL-divergence is a special case of cross-entropy and is commonly used as a loss function in
single-label machine learning classification tasks. It is of particular relevance to this project as it
forms an upper-bound on the total variation, given by the following relation:

Lemma 3.1 (Pinsker’s Inequality). [26, Proof 3.18 p.g. 44/

VK L(pllg).

TV(p,q) < %

3.3.3 Wasserstein Distance

Wasserstein distance is a metric between two probability measures p,q € R™. It is motivated by
optimal transport theory as it aims to move probability mass from one distribution to another as
efficiently as possible. It is formalised as follows:

Definition 3.4 (Wasserstein distance). The Wasserstein distance between p and q is given by,

1/d
Wa(u,v) = inf [/ ||z — y|gd7r(x,y)} , so Wi(p,q) = inf [/ | — yldn(z,y)| .
7€l (p,a) |JRxR 7€l(p,a) |JRxR

Where T'(p, q) is the set of all probability distributions © € R?™ with,

/n m(x,y)dy = p(x) and /n m(z,y)dz = q(y)

So p and ¢ are the marginals of 7(z,y) and || - ||¢ is the cost function of transporting the
probability mass (or density in the continuous case). This definition is quite abstract, so we
present a plot of the Wasserstein distance between a standard normal distribution N(0,1) and a
normal distribution with a moving mean p € [—2.5,2.5] in the Appendix C.2.

The d-Wasserstein distance has an analytic form for one dimensional distributions [27, Chap-
ter 2]. Calculating the inverse cumulative density function on a discrete distribution requires sorting
the input, therefore in practice this formulation has a time complexity of O(N log N) (where N is
the number of samples).

1
d

Wa(p,q) = (/01 1F " (2) Fql(Z)IlgdZ) : (3.1)
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3.3.4 Sliced Wasserstein Distance

Computing the Wasserstein distance is exponential in the dimensionality of the data [28]. In
order to circumvent this computational cost, we use the so-called sliced Wasserstein distance. The
samples in higher dimensions are be projected to the real line, after which the Wasserstein distance
is calculated between projected samples. This process is repeated for many random projections
and an average is taken. This metric is motivated by the relatively inexpensive computation of the
analytic form of the Wasserstein distance between one-dimensional distributions [29].

3.4 Push-Forward Models

Push-forward models are a class of generative models that generate new data by transforming
samples drawn from an initial distribution through a learned deterministic mapping. Generative-
adversarial networks and variational auto-encoders are both prominent examples of push-forward
models. In both these models, the push-forward function is a neural network. Notably, as neural
networks are compositions between matrix operations and continuous activation functions, this
mapping is continuous, usually Lipschitz continuous [30].

3.4.1 Generative Adversarial Networks

Generative-adversarial networks (GANs) are a form of generative model generate new samples
through the use of two neural networks - a generator and discriminator. The generator aims to
produce samples indistinguishable from the training set to fool the discriminator. Simultaneously,
the discriminator aims to correctly label generated and input samples as real or synthetic. The
generator takes in latent variables and pass them through the neural network to generate plausible
synthetic samples in observable space. The latent variables are almost always from a latent space
assumed to have connected support, for example N(0,I,,) supported on R™ or U(0,1)" supported
on [0,1)™. The generator and discriminator are trained against each other at the same time. As
this adversarial training process continues, the generator learns to produce increasingly realistic
samples that plausibly come from the same parent distribution as the real data.

High
Dimensional
Sample
Space Real
'—| Discriminative
e Network
Low Ll Generative D
Dimensional Network Fake
Latent i Fake Images
Space | G
B

Figure 3.4: This diagram, from Kaggle [31], depicts the standard architecture of generative-
adversarial models.

3.4.2 Variational Auto-Encoders

Variational auto-encoders (VAEs) also consist of two neural networks - an encoder and a decoder.
The encoder learns a mapping from the samples (in observable space) to a parameterised latent
space. The dimension of the latent space is a hyper-parameter of the model and usually motivated
by some prior understanding of the data. The encoder maps observed samples onto a mean and
standard deviation latent variable. Samples are drawn from this distribution and fed into the
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decoder which learns the inverse mapping, from latent space back to observable space. Training
is performed simultaneously although not adversarially like with GANs. Throughout the training
process, the decoder produces higher quality synthetic samples as it improves its mapping from
N(0,1) to observable space. Finally, we can produce new data by transforming independent
samples (from N(0, 1)) with the decoder network.

3.4.3 Drawbacks Of Push-Forward Generative Models

Push-forward models possess a number of drawbacks, some of which are presented below. In this
work we aim to reason to what extent score-based models suffer the same limitations.

Push-Forward Sample Generation From Gaussian Mixtures

In generating samples from a one dimensional Gaussian mixture distribution, in order to maintain
a low total variation between the transformed samples and data distribution, the size of the push-
forward network must scale accordingly. That is, there is an intrinsic relation between the size of
the generative network and the distance between the component means. This is a notable flaw as
there is no inherent increase in complexity of the distribution with less aligned mixture components.
This relation is formalised in the following theorem,

Proposition 3.1 (Corollary 6 [32]). Let g ~ N(0,1) and let the target measure po = 3N (my,0%)+
%N(mg, 0?) and g a Lipschitz continuous neural network. Then

|m1—mz|/40Lip(g) 1 [lm2—mai|(20+1)/40°
TV(g44q,po) > / ut)dt = 3 / p(t)dt
0 [mo—m1|(20—1) /402

where p(x) = (2m) "2 exp(—a2/2) is the standard Gaussian density and Lip(g) denotes the Lips-
chitz constant of g.

Failure Of GANs and VAEs To Learn Datasets Which Lie On Disconnected Supports

It has been demonstrated that push-forward models are unable to accurately learn disconnected la-
tent supports [33], that is datasets conforming to the union of manifolds hypothesis. It can be read-
ily shown that ‘connected-ness’ is preserved under continuous mappings [34, Theorem 43, p.g. 87].
Therefore, a push-forward model will always produce samples lying on a connected support, this
is formalised in the following theorem,

Theorem 3.1. [35, Proposition 1] Let Z and X be topological spaces and G : Z — X be contin-
uous. Considering Z and X as measurable spaces with their respective Borel o-algebras, let P(Z)
be a probability measure on Z such that supp(Pz) is connected and Pz(supp(Pz)) = 1. Then
supp(G(Pz)) is connected.

As G cannot map connected domains to disconnected domains the support of the probability
measure must be connected in X'. This implies there exists a region A C X connecting the two
disconnected supports, such that P(A) # 0. Due to this positive density, generated samples will
lie in the region between the disconnected supports.

It is worth noting, there are modifications to the training process - such as training a collection
of generators for each disconnected region of the support - which help alleviate this shortcoming
[35]. However, while this may be applicable on simple datasets, identifying how many latent
disconnected supports comprise a dataset is an almost intangible problem and impractical on real
world datasets.

3.5 Backward Convergence Of Score-Based Generative Mod-
els

Developing mathematical justifications for the remarkable empirical success of score-based models
is an active area of research. One result of particular relevance to this project provides an upper-

bound on the total variation between the data distribution and the backward process. In order to
formulate this result, we first introduce some additional notation.

22



1. Let p; denote the forward process under an Ornstein-Ulhenbeck perturbation given by dX; =
— Xy dt + v/2dW;, with pg = paaia and pe the unique stationary distribution, N (0,1, ).

2. Let g¢; denote the reverse process dX; = (X; + 2V, logpr_¢(2))dt + /2dW;. This process is
initialised at the stationary distribution of the forward process and therefore gy = po. The
law of this process is denoted by Q.

3. Let QFT denote the law of the discretised score-based generative modelling algorithm which
follows the following discretisation of the reverse process, dX; = (X;+25(X;a¢, T—jAt; 0)dt+
V2dWy, t € [jAt, (j + 1)At], initialised at the end of the forward process, Xy ~ pr.

Under this formulation we can establish an upper-bound between the total variation of the
backward process and data distribution given by,

TV(qupO) S TV(qTa QfT) + TV(QfT7QT) S TV(pT7pOC) + TV(QfTa QT)7 (32)

where the first inequality follows from the triangle inequality applied to the total variation and
second inequality follows from the data processing inequality [36, Section 4]. As samples in the
reverse process are initialised at poo, the first term corresponds to the error induced by the difference
in the forward process pr and po,. The following theorem establishes a relation between the second
term and errors associated with the discretisation and score function approximation in the reverse
process.

Theorem 3.2 (Discretisation error in backward convergence, Theorem 9, [36]). Under the follow-
mg assumptions:

1. The score function of the forward process, V ;. log p(x), is Lipschitz continuous (with Lipschitz
constant L ).

2. The second moment of the limiting distribution of the forward process is finite (denoted as
mg).

3. The initial data distribution has finite KL-divergence with respect to the limiting distribution
of the forward process.

4. Let the step size of our discretisation of the reverse process be At := T /N which satisfies
At <1/LY, where L > 1.

TV(Qr, Q7")* < KL(Qrl|QF") S (L*dh + L*m3h*)T + €3y, T
From which we can conclude,

TV(QT7 QfT) S (L V.dh + ngh + 65007"(5)\/T~

Combining the above inequality (3.2) with Theorem 3.2, we arrive at an upper bound on the
total variation between the true data distribution and the reverse process.

Theorem 3.3 (Total variation bound on the backward process, Theorem 2 [36]). Under the above
assumptions, the total variation between the backwards process and initial data distribution is given

by,

TV(qr,po) < TV(pr,pec) + (LVdh + Lmah)VT + €scoreVT.
——— —_—
Convergence in forward process Discretisation error Score approximation error

Notably, €score denotes the error in our score network approximating the score of the true parent
distribution. If the model score has overfit to the training set then this term, and subsequently
the upper bound, will increase. Therefore, this theorem accounts for the generalisation property
of SGMs in the bound too.

This result was derived on an Ornstein-Ulhenbeck perturbation process with parameters § =
1,a = 0,0 = v/2. This is a standard process to use in diffusion models as the stationary distribution
is the standard Gaussian in R™. Part of this work aims to generalise the above inequality with
respect to arbitrary parameters in the forward perturbation process.

IThe symbol < denotes being less than or equal to the order of the right-hand side.
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Chapter 4

Formalising Generalisation Metrics

As discussed in the preliminary section, we use a variety of generalisation metrics to measure the
generalisation quality of generated samples. In this section we formalise the generalisation property
and justify our choice of metrics from the literature. Additionally, we introduce the datasets used
in our experiments and conclude this section with a discussion on the suitability of different metrics
in theory and in practice.

4.1 Desired Generalisation Metric Properties

In order for the generalisation metrics to remain consistent, in this project, good generalisation is
indicated by a low score under a generalisation metric while poor generalisation will incur a higher
score. What generalisation precisely means in this project is formalised below.

Let A be the set of generated samples by the SGM and M the target support in observable
space. In order for a generalisation metric, gaq : X — R>g to be well constructed it must satisfy
the following ordering,

1. gm(A) is high for A C X/M, that is generalisation measured as ‘poor’ if the produced
samples are off the manifold and elsewhere in the state space. In the context of this project
this indicates the SGM is not able to generate appropriate samples which is likely due to the
score network poorly approximating the true score.

2. gm(A) is lower for A C M, generalisation gives a better (lower) score for samples which lie
on a subset of, or relatively close to, the true support - even if the support of the generated
samples lies in the training set (for example A = Myyain)-

3. gm(A) is lowest for A = M, generalisation is best (lowest) for samples appropriately dis-
persed around the true support in observed space.

The distinction between 2. and 3. identifies when the model score has over-fit to the score function
associated with the training set. For optimal generalisation under this construction, if there exists
a target density then the samples must lie wholly on the support of the target distribution and be
relatively dense around the support, that is they fit the probability density too.

We now justify why these chosen measures from the background section abide by this formali-
sation and therefore adequately measure generalisation in the context of this project.

Total Variation

From the definition of total variation (3.2), we can justify the above ordering holds. Considering
the target density ¢ defined on the full support M and generated samples which follow the density
p. If p has positive density on A C X/ M then as ¢(4) = 0 we get,

V(p0) = 5 [ Iple) =~ afo)lda
=5 [ @) —a@lda+ 5 [ 1pte) = a(o)lds

=5 [ @de+ TV(ar.a00 = 39(4)+ TV(ar.000) > 3o(4).
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Therefore, the measure of the density which lies off the target support determines a reasonable
lower bound on the measure of generalisation. In the case we have the generated samples lying
exclusively on a subset of the support, such as in the instance of learning the training set, we find,

TV(p0) = 5 [ Ioo) - ala)ldz
1

1
[ b —a@lde s [ ) - gl
Mrain M/ Mirain

1 1
= TV(thrai;onnain) + iq(M/Mtrain) > iq(M/Mtrain)

Again we have derived a lower bound for the total variation, although this time the bound is on the
measure of the true density on the region where the generated samples are not supported. Finally
in the case that p and ¢ share support we see that the total variation is just the average difference
in density across the the support, which we would expect to be lower as they are each positive
quantities for all x € M.

1

V0 = 5 [ o) —a@ide = 5 [ o) ~a(wlaa.

One Dimensional Wasserstein Distance

Considering the analytic form of the one dimensional Wasserstein distance (3.1), we can draw simi-
lar conclusions. As p and ¢ are one dimensional distributions we define p,;,, := inf {x € R | p(z) > 0}
and ppag = sup {z € R | p(x) > 0}. Substituting x = F,(z) into the analytic form, we derive an
alternative representation,

1
d

Wit = ( [ E ) Fp‘l(z)llgdz); - / " I (F ) - By (Fyo)as )

min

= ([ e e —sias)” = 187 o =)
= Wi(p.q) =E, [HF(;l(Fp(x)) — a:||2] '

To understand this formulation, we need to interpret the quantity F, '(F,(x)). For a given z €
Support(P), the cumulative density F},(z) represents how far along the support z lies. F ' (F},(z))
therefore identifies the corresponding point in the support of ¢ which lies as far along the cumulative
density of ¢q. The one dimensional Wasserstein distance calculates the expectation of the Euclidean
distance between each = in Support(p) and the corresponding point in g.

In the case p has positive density on A C X/ M we expect Wi(p,q) to be quite large and
determined by amount of density attributed to A and the distance between A and M. For p
defined on A C M, we expect the expectation to be lower as the supports will be close to each
other, however there is still a mismatch along some of the support which will be expressed in the
value of the expectation. Finally, considering when the supports are equal, it is just the difference
in density along the support which will contribute the any differences in Wasserstein distance.

Sliced Wasserstein Distance

Due to the relatively low computational burden we will use the sliced Wasserstein distance, instead
of higher dimensional Wasserstein distances, in our experiments. Considering again the 3 cases
in our formulation, for p with positive density on A C X/ M we would expect the vast majority
of random projections from A to map to different parts of the real line to those projected from
M. Therefore, following this case in the Wasserstein justification, the sliced Wasserstein distance
will be large too. For p defined on A C M we would expect the image under projections to lie
in a subset of the image of projections of M therefore upon evaluating the Wasserstein distance
between the projected samples we can apply the same argument as reasoned for the one dimensional
Wasserstein distance above. For A = M we would expect very small discrepancies as the image is
the image of the projected support. However the density across that image may differ, causing a
non-zero generalisation score. These justifications are supported in Table 4.2.
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4.2 Datasets

4.2.1 Gaussian Mixture Distributions

Gaussian mixture distributions are a prominent toy dataset in generative modelling as they possess
a simple analytic density and have full support in R™. Furthermore, Gaussian mixtures can be
used to model an extensive set of more complex multi-modal distributions. Gaussian mixtures
serve as the base case on which we will develop theoretical results and run experiment on, before
generalising to arbitrary datasets.

4.2.2 Circle Dataset

A dataset we will consider in many experiments are sam-
ples dispersed around the unit circle, illustrated in Fig-
2.0

ure 4.1. As previously discussed, this is a simple example : g

of a dataset which lies on a lower dimensional support, 15 i
L ] es

with partial representation, observed in higher dimen-

. . .. 1.0 o,

sional space. In many experiments, the training dataset 1 5

0.5

is indicated by the red dots. We can construct an ex- P »
ample test dataset by rotating these points 7 radians & oo t o
around the circumference. The true data support which s ".“ .
we aim to generalise samples along is visualised by the . .
dotted blue line. -1o b

-1.5

Generalisation Metrics On The Circle Dataset o
=20 -15 -10 -05 00 0.5 1.0 15 2.0

Due to the simple analytic form of the circle dataset *o
we can construct generalisation metrics for this specific
dataset. In general, constructing metrics which appropri-
ately discriminate between samples off the support and
samples on the manifold, while also discriminating be-
tween well-generalised samples and the training set, is
particularly difficult. In many generative models, this relation is learned implicitly - such with a
discriminator network - as opposed to being expressed explicitly.

In each of the below metrics, let G denote the generated samples and W; denote the one
dimensional Wasserstein distance. We first map® the two dimensional samples to polar coordinates,

g — {gra ge}

Definition 4.1 (Circle Generalisation Metric C). Given a set of samples, S from our data support,
we define the C1 metric as follows:

C1(G,S) = W1(Gr,Ss) + W1(Gs, Sp)

Figure 4.1: The circle dataset.

For example, if we wish to measure to what extent samples mimic the true support we can use
the C7 metric with S equal to the training set. If we wish to measure generalisation we can use a
witheld test set.

As the target support is an analytically tractable, the true distribution of r and 6 along the
support can be expressed as distributions, with r ~ §(1) and 6 ~ UJ[0,27). This motivates our
second generalisation metric on the circle dataset.

Definition 4.2 (Circle Generalisation Metric Cs).
C2(G) = Wi(Gr, ) + Wi(G, 0).

These metrics each abide by our formulation, this can be reasoned by considering the separate
components. The Wasserstein distance on the radii measures the average distance the samples
lie from the target support while the distance on the angle quantifies the dispersion of generated
samples around the support.

I Explicitly, this mapping is given by (x;,y;) — <1 [x2 +y2, arctan(yi/mi)).
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4.2.3 Swiss Roll

The Swiss roll is a common synthetic dataset to experiment on in generative modelling research.
It is visualised in the top-left image of Figure 4.2. We will now demonstrate experimentally that
the sliced Wasserstein distance is an appropriate generalisation metric for this dataset.

Swiss Roll Generalisation Under The Sliced Wasserstein Metric

In this demonstration, we consider the following four datasets illustrated in Figure 4.2. For this
project, I wrote a fast vectorised implementation of the sliced Wasserstein distance, which can be
found in the appendix (D.1).

Swiss Roll Noisy Swiss Roll

Gapped Swiss Roll Sphere

Figure 4.2: The four datasets are: the ground truth Swiss roll dataset (top left),the Swiss roll
dataset with Gaussian noise ~ N (03, 1.5 - I'3) (top right), the Swiss roll dataset with a hole in the
support (this is therefore a subset of the true support) (bottom left), and a sphere - a very different
dataset (bottom right).

The resulting measures of generalisation, under the sliced Wasserstein metric, against the swiss-
roll dataset are given below:

Support measured against Sliced Wasserstein distance
Another Swiss roll generated with a different seed 0.1696
Noised Swiss roll 0.2116
Gapped Swiss roll 0.5388
Sphere 7.1068

These results align with the desired properties as generalisation quantified best for another set of
samples which lie exactly on the same support. Generalisation is marginally worse for samples
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which lie on a subset (gapped) or very close to the true support (noised). Finally, generalisation
is measured dramatically worse for samples lying on a very differently shaped dataset (sphere).

4.2.4 Union Of Circles Dataset

In order to demonstrate the capabilities of score-based models in generating samples supported
on disjoint supports, with lower-dimensional representations, we consider the ‘union of circles’
dataset, Figure 4.3. This dataset is a suitable abstraction of real datasets satisfying the union of
manifolds hypothesis (3.1), as the support is disconnected (Definition 3.1) and each component
has a one-dimensional representation.

2.0
15
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- ~ - -
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I \ i \
£ 00 ¢ ¢ ¢ $
4 / " /
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Figure 4.3: The training dataset is indicated by the red dots, the test dataset is rotated 7 radians
around the circumference of each disconnected support component. The true data support our
model will aim to generalise is visualised by the dotted blue line.

4.3 Generalisation Metrics In Theory And Practice

Due to the relatively simple analytic form of total variation, it is well suited for theoretical reasoning
about the convergence of the forward and backward diffusion processes. However it is a poor
measure of generalisation between samples drawn from each distribution, which makes it poorly
suited to experiments. To see this, we consider the Monte-Carlo estimate of the probability density,
pN(z) = & Ziv=1 0z, (z) =~ p(x). Due to slight numerical differences, it is almost impossible that
two estimates, p¥)(z) and ¢(*)(z) share any support. Therefore, TV(p",¢™) = 1. As a result,
metrics such as Wasserstein distance, which are calculated based on the distance between samples or
cumulative density functions are more appropriate. Therefore, theoretical arguments will be based
on the total variation and these results will be verified experimentally with other generalisation
metrics, such as the Wasserstein distance. This is a suitable substitution as I have shown all of
the above metrics follow the ordering specified at the beginning of this section.
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Chapter 5

Results

In this chapter, we present the derivations and supporting experiments for the results in the project.
Firstly, we derive the rate of convergence of the forward process, under some minimal assumptions,
for arbitrary data distributions. We then discuss the impact of perturbation parameters on the
discretisation error and demonstrate a trade off in selecting 5. We conclude our bound on the error
in the backward process with an investigation into regularisation techniques in training the score-
network. Finally we combine these results to provide theoretical justifications into the capabilities
of score-based models to learn datasets with disjoint latent supports.

5.1 Convergence in the Forward Process

The first part of this project aims to investigate what effect the parameters have on the conver-
gence of the forward process. As the total variation between the forward process and stationary
distribution contributes to the upper-bound on the total variation of the backward process in The-
orem 3.3, we aim to minimise this quantity with respect to the parameters «, § and o. Evidently,
from the solution to the Ornstein-Ulhenbeck process, these parameters determine the unique sta-
tionary distribution. However, they also affect the rate of convergence, which we aim to quantify
in this section.

5.1.1 Forward Convergence On Gaussian Mixture Models

We initially consider the forward convergence on one dimensional Gaussian mixture distributions.
Due to this focus on mixture distributions, we first establish the following lemma relating to the
total variation,

Lemma 5.1. Let p, q be probability measures on (X, F), where p is a mizture of measures, A €
(0, 3),p(x) = ApW (@) + (1 = A)p® (z). Then, TV(p,q) < ATV(pV),q) + (1 = \)TV(p®?, q).

Proof. This follows from the triangle inequality and is proved in the Appendix A.1. O

This result naturally generalises to arbitrarily many mixture components, however we restrict
our analysis to just two components. Arguments pertaining to greater numbers of mixture com-
ponents follow analogously.

One Dimensional Gaussian Mixture Models

In order to derive the total variation in the forward process, we first recall the total variation
between one dimensional Gaussian distributions,

Lemma 5.2 (Theorem 1.3, [37]). The following establishes an upper bound on the total variation
between two one-dimensional Gaussian distributions.

lo? — o3| L=l

TV(N 2y N 2)) <
V(N (p1,07), N(p2,03)) < 202 90
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Corollary 5.1. Notably, the above bound is not symmetric, however this can be easily corrected,

2 2
TV(N 2) N o)) « 101 — 03| = g2l
(N(p1,07), N(pz2,03)) < 2max(c?,03) 2max(oq,02)

It can be shown that Gaussian distributions remain Gaussian under the Ornstein-Ulhenbeck
process, this is proved in the Appendix A.1. Therefore, we have each component of the mixture
distribution, pgl) is Gaussian. From this we can apply the above results to bound the total variation
in the forward process,

Theorem 5.1. Let our initial data Xy follow a one-dimensional Gaussian distribution. Under an
Ornstein-Ulhenbeck perturbation process (2.3) with a limiting invariant distribution q. Applying
Corollary 5.1 we can derive the following bound of the total variation of our forward process.

(V[Xo] — &) e IE [Xo] — af

TV(ps, q) < e 2P

2max {2+ (V[Xol - Z)e 2, 2L amax {2+ (VX - e, o)
Which tends to 0 as t — oo.

Proof. The proof of this theorem follows from deriving the marginal distribution p; explicitly (see
Appendix A.1) and bounding the total variation between Gaussian distributions (Corollary 5.1).
O

Corollary 5.2. From Corollary 5.1 it immediately follows for V[Xg] < 2 we have:

28
V (X, — & B
TV(pi,q) < ﬁewtw + \/Beﬂt“E[X"\/ga',

Less rigorously, considering the denominator in the Theorem 5.1, this bound approximately holds
for Bt sufficiently large.

With this result, the rate of convergence of an arbitrary one dimensional Gaussian mixture
parent distribution can be determined.

Corollary 5.3. Let the initial distribution be a one dimensional Gaussian mixture given by po(x) =

Api(x) + (1 — N)pa(x) where p; ~ N(u;,02),A € (0,3]. Considering each mizture component
separately and applying the lemma on the total variation of mixture distributions (5.1) we find,

(% - 2)] (1-N)(03 - &)l

2max{ﬁ+(of—%)e 25t,%} Zmax{%—&-(a%—%)e 25t7ﬁ}

TV(p,q) < e 2P

- M — af . (1= N2 —af

o2 a2y — el o2 a2y — el
2max{\/ﬁ+(of—%)e 25t7ﬁ} 2max{\/ﬁ+(0§—ﬁ)e 25t,ﬁ}

This implies, under an Ornstein-Ulhenbeck perturbation process, the convergence of the initial
mixture to the stationary distribution is exponentially fast, with respect to the total variation.
The exponential rate of convergence specified by 3.

Experiment: Forward Convergence Of One Dimensional Gaussian Mixture Models

In this experiment, we consider the initial distribution to be a Gaussian mixture, pg ~ %./\/’ (1) +
%N' (=, 1). Following the above results, we aim to demonstrate empirically how 8 should scale as
1 increases. In order to maintain the stationary distribution as 8 varies, we specify an Ornstein-
Ulhenbeck process with a = 0, ¢ = /23, which has stationary distribution N (0, i—‘j) = N(0,1).
From the above results, we expect 8 to scale logarithmically with the approximate diameter of
the data from the stationary mean (u — «). We considered exponentially increasing values of
w € {1e0,1e0.5, lel, lel.5, 1e2, 1e2.5, 1e3, 1e3.5, le4, le4.5, 1e5} and B uniformly over the interval
[1,20]. In Figure 5.1 we record the smallest § for which the Wasserstein distance between the end
of the forward process p; and the stationary distribution ps, ~ N(0,1) is less than 0.05.
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Plot of the smallest B for which W, (p{, p..) < 0.05
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Figure 5.1: On the left-hand side we see an example of the initial data distribution for y = 10
with the probability density in red. The right-hand side demonstrates the relationship between
the diameter of the data, 4 — o« and the corresponding parameter /3 in the perturbation process.

From this diagram we can actually fit a linear model to the data, to derive a relationship on
how B should scale with the dispersion of the mixture component means p from the stationary
mean «. Fitting this linear model, we find the gradient is ~ 2.19283. Therefore,

2.192
B =2.19283logo(p — ) = B = ﬁln(u—a) = [~095In(p— ).

In the case of one-dimensional Gaussian distributions, [ should scale logarithmically with the
distance between mixture component means and stationary mean a.
Higher dimensional Gaussian mixture models

We now aim to generalise this result to higher dimensional Gaussian mixture models. To ap-
proach this, we consider the KL-divergence between the marginal distribution p; and stationary
distribution po, and aim to apply Pinsker’s inequality (3.1).

Lemma 5.3 (KL-Divergence between Multivariate Gaussians [37]).
1
KLV (11, 21) ||V (2, X2)) < 5757”&06(21_122 —I,)+ (1 — /1,2)T21_1(/l,1 —p2) —log det(2221_1).

Corollary 5.4 (Proposition 2.1, [37]). Upper-bound on total variation between multivariate Gaus-
sian distributions. Applying Pinsker’s inequality to (5.3) we find,

1
TV(N (1, %1), N (p2, B2)) < 5\/Tr(21_122 —1,)+ (p1 — p2)TE17 (1 — p2) — log det(X2%,~1).

Consider the initial data distribution to be a multivariate Gaussian mixture given by po(z) =
MV (p1,21) 4+ (1= AN (2, B2), with X € (0, 1] as before. Following a similar justification as in the
one-dimensional case, we find the stochastic process of Xy under OU perturbation is a Gaussian
process and therefore has Gaussian distributed marginals (see Appendix A.1). By considering the
Gaussian form of the marginal and applying the total variation mixture Lemma 5.1 in conjunction
with the total variation between Gaussian distributions (Corollary 5.4), we arrive at the following
upper-bound on the total variation of the forward process.

Proposition 5.1. For an Ornstein-Ulhenbeck perturbation process, with invariant distribution
q=N (a, %In), applied to a multivariate Gaussian mizture model, py ~ AN (p1,%1) + (1 —
AN (p2, E2) we find:

N|=

gt A o2\ (] — )
Vi) < 5 (T8 - L)+ I el ) + U5

0.2
(Tr(EgIn)+|ﬂza||§23> ]

under some weak conditions on the magnitude of 3.
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Proof. See Appendix A.3.1. O

Therefore, we find our result of exponentially fast convergence in the forward process, with
respect to the total variation, extends to multivariate Gaussian mixture initial distributions too.

5.1.2 Forward Convergence On Arbitrary Data Distributions

Finally, we wish to generalise the above results of the convergence in the forward process, with
respect to the total variation, to arbitrary initial data distributions pg. Specifically, we aim to
find an expression for the exponential rate of convergence in terms of the free parameters of the
perturbation process: «, § and o. In order to do this, we introduce some results from stochastic
calculus.

Definition 5.1 (Logarithmic-Sobolev inequality [38]). A probability measure p defined on R
satisfies the logarthmic-Sobolev inequality (‘LSI’) with constant C if for all smooth functions f :
R"™ = R with Ep[f?] = [4. f(@)?p(z)dz < oo then:

E,[f?log f%] — Ey[f*]1og B, [f%] < ZE, [|IVa fl13] -

2
C
Lemma 5.4 (Exponential convergence in the KL-divergence for measures satisfying the logarth-

mic-Sobolev inequality [39]). If the probability measure p satisfies the LSI 5.1 with constant C' >
0. Then under under the following Ornstein-Ulhenbeck perturbation dX; = —3(X; — «) + odWr,

KL(pt| |poo) < 672ﬁCTKL(pO | |p<>o)

Proposition 5.2. The invariant distribution of an Ornstein-Ulhenbeck process, poo, Satisfies the
LST with constant 3—6

Proof. See Appendix A.4.1. O

Theorem 5.2 (Forward process converges exponentially fast and with respect to total variation
and the rate of convergence is a function of 8 and o.). Assuming po has a finite second moment,

%ﬂwtnpm) < %e-wWKL(mem).

Under this formulation we have only proved exponentially fast convergence in total variation pro-
viding that KL(po||peo) < 00.

Tv(ptvpoo) <

Proof. This follows directly from applying Pinsker’s inequality 3.1 in conjunction with Lemma 5.4
and Proposition 5.2. O

Notably, the requirement of py having a finite second moment is necessary to ensure our upper-
bound converges to zero. For example, if we consider the case in which py does not have a finite
second moment, we can derive:

KL(pOHpoo):/ po log pidw:/ pologpodx—/ Po log peod
Rn Po R R»

:/ po log podz + %/ pollz — a|3dz
n g R

_ B 21 _

= [ pologpodr + —3Eno [z — all3] = occ.
Therefore, the upper-bound remains unbounded for all ¢.
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Experiment: Forward Convergence Of Data Lying On A Disjoint Support

In this experiment, we consider a data support satisfying the union of manifolds hypothesis
(3.1), specifically the union of circles dataset. This dataset is perturbed under an Ornstein-
Ulhenbeck process with a = 0,0 = /28, which is discretised with dt = 0.01 over the interval
[0,1]. We aim to find a suitable value of § as we vary the diameter of the dataset - which
is the furthest point in the support from the long-term mean «. In order to increase the di-
ameter, we will vary the centre of each circle to be (4u,0). Evidently, with circles of radius
1 the diameter of the dataset is therefore p 4+ 1. Similarly to the one dimensional Gaussian
mixture case, in this experiment, the origin of each support component is varied exponentially.
w € {le0,1e0.5, lel, lel.5, 1e2, 1€2.5, 1e3, 1e3.5, le4, le4.5, 1e5} and B uniformly over the interval
[1,20]. To carry out this experiment, I generated 5,000 samples around each component of the
support and 5,000 samples from the stationary distribution po, ~ N(02,I3). I subsequently cal-
culated the sliced-Wasserstein distance (with 100 projections) between the perturbed samples and
those drawn from the stationary measure. In Figure 5.2 we record the smallest 8 for which the
sliced-Wasserstein distance is less than 0.05.

Disjoint circular data supports with y= =2 Plot of the smallest # for which Wl(p‘lm,pm) <0.05
»
64 -~
2.0 v
-
1.5 L
5 o
1.0 A o
>
0.5 a”
44 L
0.0 @ L
-
-0.54 3 ,J.
-
-1.0 -
-
.
-15 2 L
1”
-2.0 T el
-3 -2 -1 0 1 2 3 -~
1{ «

logu

Figure 5.2: On the left-hand side we see and example initial data distribution with disjoint support,
for p = £2. On the right-hand side, we observe the relationship between the log diameter of the
data and the minimal 3 for which the sliced Wasserstein distance after perturbation is < 0.05.

If we fit a linear model to this data, we find the exponential convergence holds again, although
this time with a different constant governing the logarithmic rate.

B~ 045In(u — «).

This experiment is a nice proxy for real datasets on bounded disjoint supports. This shows we can
diminish the first term bound of the total variation in the backwards process (3.3) by identifying
an appropriately large 8. It shows experimentally exponential convergence holds in the forward
process for data distributions with disconnected support, indeed with this dataset explicitly, 8 only
needs to scale by less than half the logarithm of the diameter of the data.

Experiment: Pathological Case Of Data With Undefined Moments

Finally, we demonstrate forward convergence is still attainable even in the case the moments of the
initial distribution are not finite, although our proof does not cover these cases. As an example,
we consider the Cauchy distribution which is defined on R as follows,

1

1 1 Tr—x
Pao,y () = o~ Fogy = 5t - arctan <0> ,

Y

Evidently, the cumulative density function is bijective and so Fy, , is invertible, with inverse
FJlev(z) = o + ytan [7r (x — %)] So, we can easily generate samples from a Cauchy distribution
via inversion sampling. The Cauchy distribution is a classic pathological case for many results, as

the first moment is undefined and the second moment is infinite. Despite this, we will see that we
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Cauchy Distribution (PDF), xg=0, y=1 Cauchy Distribution (PDF), xo =0, y =20
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Figure 5.3: The probability density of two Cauchy distributions with xg = 0, v = 1 on the left and
v = 20 on the right.

attain convergence under the Wasserstein metric to the stationary distribution, p. ~ N(0,1). In
this experiment I have perturbed samples drawn from a Cauchy distribution (zg = 0, v = 5) with
the Ornstein-Ulhenbeck process, o« = 0, 3 = 10, ¢ = /28 = 2v/5. We observe the Wasserstein
distance and distribution of samples at p; in Figure 5.4 below.

Convergence of the forward process in W, distance Histogram of perturbed samples against stationary forward density

7 0.40 Bl Perturbed samples
A, -
t II I P
1 .35 v

\

Wasserstein distance, Wi(pt, pa)

Time {t}

Figure 5.4: On the left-hand side we see the Wasserstein distance between the perturbed samples
and stationary distribution as the process is run forward in time. On the right-hand side we see a
histogram of the perturbed samples at T' = 1, with the density of the stationary distribution pe.
overlaid.

To justify why the samples still converge, we make an approximation and consider e~® to be
sufficiently small to be ignore the relevance of the initial point xg in the forward measure at time
T = 1. Under this perturbation we find all samples in [—e®, ®] converge. Considering the cumu-
lative density function this represents 98% of all samples generated from the initial distribution.

1
= (arctan(e”/5) — arctan(—e” /5)) = 0.979.
7r

5.2 Parameter Influence On The Discretisation Error

The above conclusions on minimising total variation in the forward process suggests an optimal
B can be arbitrarily large, as this rapidly removes the most information of the initial distribution
and minimises TV(p1,poo). In this section, we will discuss errors caused by the discretisation in
relation to 8. This discussion will be motivated with an example of the discretising the forward
convergence of a simple Gaussian mixture distribution under Ornstein-Ulhenbeck perturbation.
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Experiment: Strong Convergence Of The Forward Process With Respect To

In this experiment, we aim to demonstrate how the quantity of interest in the strong convergence
of a discretisation scheme (2.10), which is E[|X; — X{*|], increases as 3 increases. This is tractable
in the case of an Ornstein-Ulhenbeck perturbation as we have an analytic form of the process,
given by

t
X, =e Plxy+ \/26/ e PU=s)qw,.
0

Furthermore, our Euler-Maruyama discretisation (2.9) is given by,

Xk = X(%t—l)At - 5Xét_1)m CAt+\/2BA(W).

Importantly, in order to compare the path-wise differences in each scheme, each path under each
formulation must be driven by the same underlying Brownian motion. Therefore, in this ex-
periment, I considered a range of values At. For each At, I varied § uniformly over the range
[11,99]. T generated 10,000 sample paths from a one dimensional Gaussian mixture distribution
with 4 = £5, ¢ = 1. Finally, I took an expectation over the generated paths of the absolute
difference between the two processes. The results are presented in Figure 5.5.

Absolute error in expectation, dt=0.005 Absolute error in expectation, dt=0.01

£]Xy =X

ZID 4‘0 ﬁb Bb 160 Z‘D 4ID Bb EID 160
B B
Figure 5.5: On the left-hand side (At = 0.005) we see how the discretisation error at ¢ = 1 linearly

increases as ( increases. On the right-hand side (At = 0.01) we see this relationship is maintained,
however as expected the magnitude of the error is greater for larger At.

In this case, we observe a linear relationship between (3 and the discretisation error at ¢ = 1. This
implies there is a trade-off in 8 between the bound on forward convergence and the discretisation
error of the backward process too. That is to say, an arbitrarily large 8 will effect the convergence
of the backward process.

5.2.1 Reformulating The Discretisation Error For A General OU Pro-
cess

Motivated by this observation, we aim to formally derive the influence of 5 on the discretisation
error in the bound of the total variation of the backward process. In order to construct this result
we introduce similar notation as in Theorem 3.3.

1. Let p; denote the forward process under an Ornstein-Ulhenbeck perturbation given by dX; =
—BXtdt + /2B8dW;, with pg = Pdata and po the unique stationary distribution, N(0,,1,).

2. Let ¢; denote the reverse process dX; = (8X;+ 28V, log pr—i(z))dt++/2BdW;. This process
is initialised at the stationary distribution of the forward process and therefore ¢y = poo. The
law of this process is denoted by Q.

3. Let QY denote the law of the discretised score-based generative modelling algorithm which
follows the following discretisation of the reverse process, dX; = (8X; + 285(X;ae, T —
JAL0)dt + \2BdWy, t € [jAL, (j + 1)At], initialised at the end of the forward process,
Xo ~ pr.
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We present the following conjecture regarding the general discretisation and score approximation
error.

Conjecture 5.1 (Discretisation error of the backward process for a general Ornstein-Ulhenbeck
perturbation process). Under the same assumptions outlined in Theorem 3.2, we believe, the total
variation between the reverse process and score-based gemerative modelling algorithm is bounded
above by the following quantity,

TV(Qr,Q1")* < KL(Qrl|Q}") < (L*dhf + L*m3h® B2 + €0y ) T
From which we can conclude,

TV(Qr, QP") < (LVdhA/B + BLmsh + €score) VT < B(LNVdh 4+ Lmah)V'T + €scoreV/T.

Proof. The proof is sketched in the Appendix A.5 and largely based on the discretisation of de-
noising diffusion probabilistic models presented by Chen Et al. [36, Theorem 9. O

We remark the linearity of 5 in the discretisation error coincides with the results of the previous
experiment in quantifying the discretisation error in the forward process, under a more general OU
forward perturbation process.

5.3 Convergence In The Backward Process

Based on the results derived on the affect of 8 on the rate of convergence (Theorem 5.2) and
discretisation error (Conjecture 5.1), and the inequality presented in (3.2), we derive the following
result on the total variation between the backward process and data distribution.

Conjecture 5.2 (Total variation bound on the backward process under a general OU process).
Under the standard assumptions asserted in Theorem 3.2, the total variation between the backwards
process and initial data distribution, perturbed in forward time by the an Ornstein-Ulhenbeck process
specified by dX; = —BX,dt + \/28dWy, is given by,

TV(gr,po) < e P\ /KL(po||pos) + B(LVdh + Lmah)V'T + €scoreV T
N——

Convergence in forward process Discretisation error Score approximation error

We note the requirement of finite KL-divergence between the data and stationary distributions
follows from the finite second moment assumption of pg, asserted in Theorem 3.2. This result
establishes what we set out to achieve at the beginning of the previous section, in that we cannot
set B arbitrarily large and it should in fact be appropriately determined to ensure a balance in
both the attaining forward convergence and minimising the discretisation error. We will now
explore experimentally what affect varying 8 has on the quality of generated samples on a variety
of datasets.

5.3.1 Experiments On The Affects Of Varying Perturbation Parameters
On The Quality Of Generated Samples

We now aim to demonstrate that Conjecture 5.2 holds experimentally on a range of datasets. In
each of the below experiments, we trained a score-network for 5,000 epochs on 500 samples from
the parent distribution. A large number of training samples were provided to minimise the score
approximation error, this ensures we are just evaluating errors due to varying 8 on the first two
terms in Conjecture 5.2. The exact specifications of the training and sample generation processes
can be found in the Appendix B.1 and implementation section 2.3.
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Figure 5.6: Here we see the quality of the generated samples under the discretised backward process
¢2t, measured by the Wasserstein distance from the true Gaussian mixture distribution, as 3 is
varied over the range {2, ..., 30}.

Experiment: Perturbation Process Parameter Influence In Score-Based Generative
Modelling of A One Dimensional Gaussian Mixture

We start considering one dimensional Gaussian mixture model specified by py ~ % (—50,1) +

1N(50,1). We aim to verify experimentally that the affect of varying 3 exhibits the same relation-
ship as expected by Conjecture 5.2. Training our score-network as specified above, we present the
plot of the Wasserstein distance between the discretised backward process and true data distribu-
tion pg in Figure 5.6.

In Figure 5.6, we see the initial exponential decay in the Wasserstein distance as 3 grows to an
adequate size to ensure convergence in the forward process. This is followed by a linear increase
caused by discretisation error as § further increases.

Experiment: Perturbation Process Parameter Influence In Score-Based Generative
Modelling On the Circle Dataset

We will now consider the circle dataset illustrated in Figure 4.1, although with many more training
points. As previously alluded to, this dataset is a reasonable abstraction of more complicated
datasets which conform to the union of manifolds hypothesis. In order to clearly illustrate the
forward convergence as 8 grows, I used a circle of radius 10 and altered the true generalisation
metric accordingly. In Figure 5.7 we present the relationship between 8 and generated samples,
measured under the true circle generalisation metric (4.2). Here we also observe the relationship
specified by Conjecture 5.2. In this case, we can use some functions from the diffusion Jax library
[24] to nicely visualise the learned score function and generated samples, these are presented in
Figure 5.8.

Experiment: Perturbation Process Parameter Influence In Score-Based Generative
Modelling On The Swiss Roll Dataset

Finally, we aim to demonstrate this result holds on the Swiss roll dataset introduced in Section 4.2.3.
Due to the higher dimensionality of this dataset I trained the score-network on 1,500 training
points, as opposed to 500 in the previous two examples. This is, again, to ensure the score-network
well approximates the true score and therefore any degradation in sample quality is caused primarily
by the first two terms in Conjecture 5.2.

In order to measure generalisation, I used the sliced Wasserstein distance with 100 projections.
I measured this distance between 3,500 generated samples and 3, 500 withheld samples generated
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True circle metric of generated samples by backward process
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Figure 5.7: Here we see the quality of the generated samples under the discretised backward process
¢t measured by the true circle generalisation metric, Cy, as 3 is varied over the range [0.2, 23].
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Figure 5.8: In the top row, we present a heatmap of the generated sample at g = 0.6, 1.4 and
23 respectively. The bottom row shows the corresponding learned score functions evaluated at

t =0.01.

on the support separately from the training set. The results of this experiment are presented in
Figure 5.9. Again, we observe the initial exponential decrease in sliced Wasserstein distance, owing
to the forward convergence term. Then, we observe a mild linear increase as the discretisation error
gradually increases for greater values of 8. While the increase in sliced Wasserstein distance for
greater values of 8 looks mild in comparison to the those observed at lower values of 3, we present
the severity of same degradation visually in Figure 5.10.

5.3.2 Comparison To Push-Forward Models In Generating Samples From
Gaussian Mixture Distributions

In the related work section, we recalled a result which shows an intrinsic relation between the

distance of mixture component means and the Lipschitz constant of the push-forward network

(Proposition 3.1). We now reason whether score-based models suffer the similar limitations in
generating samples from Gaussian mixture distributions.
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Figure 5.9: Here we see the quality of the generated samples under the discretised backward process
¢, measured by the sliced Wasserstein distance from the withheld Swiss roll test set, as 3 is varied
over the range {2, ..., 50}.

Figure 5.10: This figure visualises the samples generated by the discretised reverse process, ¢!
under different values of 8. The left-hand diagram corresponds to the optimal g = 8 from the
experiment, for which we observe the generated samples well approximate the true support. We see
the quality of generated samples degrade in the middle and right-hand images, which are associated
with 5 = 30 and 8 = 50 respectively.

As demonstrated in the forward convergence section, in order to ensure forward convergence
with Gaussian mixture data distributions, § should scale logarithmically with the distance of
mixture component means from the stationary mean « (see Figure 5.1). In our formulation of
convergence in the backward process, we see scaling 3 logarithmically incurs a logarithmic cost in
the discretisation error. An argument could be made that the discretisation error cost could be
mitigated by decreasing the step size At. However, following the training procedure, this requires
training our score-network at more points in the interval [0, 1]. Learning more evaluation times of
the score function would demand a larger neural network, which is in effect similar to increasing
the Lipschitz constant of the push-forward network in Proposition 3.1. Intuitively, we would only
need to scale the network size logarithmically with the distance of mixture component means from
the stationary mean .

5.4 Regularisation Techniques for Accurate Score Approxi-
mation

We now focus on how to minimise the error in approximating the true score function of the
parent distribution. This corresponds to the final term, €crror, in Theorem 3.3 and our generalised
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Conjecture 5.2. Importantly, as we aim to model the score function of the parent distribution,
model score functions which overfit to the training set will suffer a greater error. This is exactly
what we observed in the motivating example of the generalisation property of score-based generative
models in Section 3.2. In this example we demonstrated we can prevent over-fitting in training the
score-network by invoking early stopping - a classical machine learning regularisation technique.
In this section, we aim to investigate further how applying regularisation techniques in training
the score-network affects the parent score function approximation and consequently the quality of
generated samples.

5.4.1 Number Of Samples

Firstly, we reason how increasing the number of samples in the training set (denoted by pdata)
makes our score network less susceptible to over-fitting and produces a more accurate model of
the true score. This might seem obvious intuitively, however it also follows theoretically from the
definition of the de-noising score matching objective (2.17) - which serves as the loss function of
our score-network. We replicate the definition below,

J(0) = Eeepoq) [Epen [V log pi(x) — Sz, t;0)]1%]]
= Eicpo, []EP(xO)EP(-Ttl-TO)[HVx log p(a¢|xg) — S(z, t; 0)||2]] (Law of total expectation)

~ Etc(0.4) [Euvara Bp(ae o) [l Va log p(ai|zo) — S(z, t:0)| 7] (tdata ~ Po)

In the estimate of the second expectation, E,,, we assume the training set is comprised of in-
dependently drawn samples from the parent distribution, this estimate is obviously better with
more samples. Therefore, with a more extensive training set, our model score function is trained
on a better estimate of the score matching objective associated with the true data score. This
supports the well-founded intuition that a training set which is more representative of the parent
distribution leads to a score-network closer which approximates the true data score. Therefore, in
reality, instead of immediately applying complicated regularisation techniques, we should always
first think if it is feasible to acquire more data.

5.4.2 Network Architecture Size

We previously demonstrated our model score is susceptible to over-fitting to the score function of
the training set. Unfortunately, it is very difficult to detect when this is happening during training,
so far our justifications have come from generating samples throughout the training process and
using metrics to identify when generalisation is getting worse. This is not practically feasible as
sample generation in score-based modelling requires running the discretised backward diffusion
- an inherently sequential, and therefore slow, procedure. This encourages other regularisation
techniques which do not require sample generation throughout training.

More generally in machine learning, over-fitting occurs when the neural network learns the
training set too well, to the point it starts to memorise patterns in the training set over more
general observations. This is closely related to the capacity of the network - which refers to the
number of free parameters or the complexity of the model. Larger neural networks with more
neurons and layers are regarded as having greater capacity. While these networks are able to
infer more complex relationships in the data, they’re also more susceptible to over-fitting. This
motivates the experiments in this section, which are in investigating how changes to the capacity
of the score-network prevent over-fitting and affect the model’s generalisation capabilities. We now
demonstrate this relation experimentally.

As in the previous experiments, the exact specifications of the training and sample generation
processes can be found in the Appendix B.1 and implementation section 2.3, although we will
be varying the network architecture and number of training epochs throughout this experiment.
Furthermore, 3 is appropriately chosen to ensure forward convergence and an adequate discretisa-
tion error. The neural network architectures considered are as follows: {3L16N, 3L64N, 3L256N,
5L16N, 5L64N} whereby the first digit corresponds to the number of hidden layers and the second
the number of nodes per layer in the multi-layer perception network. The score-network is trained
in intervals of 1,000 training epochs. Samples are generated and generalisation is measured after
each interval.
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Experiment: The Affects Of Varying The Score-Network Capacity In Generalising
The Circle Dataset

We consider the unit circle dataset with 8 training points, visualised in Figure 4.1. This is similar
to the setup of the initial demonstration of the generalisation property in Section 3.2. In order
to measure generalisation, we consider two circle generalisation metrics. Firstly, the C; metric
applied to the training set, which identifies when the training set is being overly reproduced in
the generated samples. Secondly, we consider the Cy metric to measure generalisation on the
true support. We divide these metrics into three components. The first component measures the
distribution of the radii of generated samples, which corresponds to the distance from the target
support. The second component measures the distribution of the angle of generated samples, which
quantifies the dispersion around the target support. The third component measures the sum of the
previous two and serves an aggregate. The measure of generalisation with respect to the training
set and true distribution are presented in Figures 5.11 and 5.12 respectively.
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Figure 5.11: In this figure we present the measure of how well the generated samples resemble the training set, as the score-network is trained up to 30,000
epochs.
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Figure 5.12: In this figure we present the measure of how well the generated samples fit the true support of the data distribution, as the score-network is trained
up to 30,000 epochs.



We first discuss how susceptible the different architectures are to reproducing the training set,
throughout the training process. This analysis corresponds to Figure 5.11. In this figure, we observe
smaller networks exhibit poorer reproduction of the training set. This is indicated by the greater
measure of angle generalisation against the training set, which indicates the produced samples
vary in angle from the training set. Conversely, as the training process continues, larger networks
with greater capacity produce samples closely aligned to the training set, this is indicated by
considering the total generalisation with respect to the training process, illustrated in sub-figure
3 of Figure 5.11. These results quantify the relation between training and overfitting that was
presented initially in Section 3.2.

Considering now the measure of generalisation against the true support, we observe larger
networks reach an optimal approximation of the true score early in the training process. As the
training continues, larger score-networks closer approximate the score of the training set. This is
seen by the worsening of angle generalisation for larger networks as the generated samples are no
longer well dispersed around the true support, which is illustrated in sub-figure 1 of Figure 5.12.
This quantifies why early stopping is an effective regularisation technique. We observe smaller
models do not have the capacity to overfit to the training score and therefore the quality of
generated samples does not worsen as the training process continues. After an initial training
period, the radii generalisation remains low for models of all sizes. This is true of larger networks
as in replicating the training set they generate samples lying exactly on the true data support.
Smaller networks produce samples with slightly worse radii generalisation, this is because the
generated samples are noiser.
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Figure 5.13: This figure illustrates the generated samples measured best under the true generalisa-
tion metric. These correspond to 9,000 training epochs on a network architecture of 5L64N on the
left-hand side and 17,000 training epochs on the smallest network, 3L16NV, on the right-hand side.
The training set is more identifiable in the greater sized network, with more generated samples
concentrated around those points.

These results suggest smaller networks are less susceptible to overfitting to the training score
and exhibit better generalisation throughout the training process. As it requires sample generation
to determine when to perform early stopping, it is practically much easier to extensively train a
smaller network, without concern of significant overfitting.

5.5 Generalisation Capabilities Of Score-Based Generative
Models Under The Union Of Manifolds Hypothesis

While we have previously demonstrated the ability for SGMs to competently generalise to the
underlying support of a dataset, there is currently no discussion in the literature as to whether this
applies to data conforming to the union of manifolds hypothesis, presented in Section 3.1. In this
section, we aim to use the theory and results derived in this report, to justify novel explanations
of how accurately score-based generative models generalise on data distributions lying on disjoint
supports. We support our argument with experiments comparing score-based models to push-
forward models in generating samples from such datasets.
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5.5.1 Theoretical Justifications For SGMs Learning Datasets With Dis-
connected Supports

The main argument in this section is presented in the following conjecture.

Conjecture 5.3 (Score-Based Generative Modelling on Datasets under the Union Of Mani-
folds Hypothesis). Under an Ornstein-Ulhenbeck forward perturbation process specified by dX; =
BXdt + /2BdWy, t € 0,1] and assuming our standard assumptions from Conjecture 5.2 we can
bound the total variation between the data distribution with disjoint latent support and the backward
process in the following sense:

drv(po, q1) S O(€) + €score-

Proof. This argument comes from our previous analysis that for distributions with a finite second
moment, we can find a 8 arbitrarily large to reduce the forward convergence error to O(e). For
such a chosen  we can appropriately scale the step-size, as discussed in Section 5.2, to ensure a
discretisation error of the same order. O

Of course, we can experimentally reduce this bound further by applying regularisation tech-
niques to minimise the score approximation error, as discussed in Section 5.4.

We note this conjecture is consistent with general results in literature which state SGMs are
able to learn datasets from distributions with bounded support [40, Assumption 1]. Although,
as bounded supports imply bounded moments, the assumption the dataset has a finite second
moment, which we use, is weaker.

5.5.2 Experiments of SGMs Learning Datasets With Disconnected Sup-
ports

Following this conjecture, we now aim to demonstrate experimentally that score-based generative
models can capably generate samples lying on a union of disconnected supports and compare these
results to push-forward models in a similar set up.

Experiment: Score-Based Generative Modelling On A Simple Union Of Disconnected
Supports

In this experiment, we use a score-based generative model to generate samples from the union of
circles dataset presented in Section 4.2.4. As a reminder, this dataset is comprised of two separate,
disconnected, unit circles centered around (—2,0) and (2,0) in R?. We used the standard score-
network architecture documented in the Appendix B.1 and implementation previously discussed
in Section 2.3 with an appropriately chosen 8 to ensure convergence and adequate discretisation
error. We present the results in Figure 5.14.
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Figure 5.14: On the left-hand side is the learned score-network, at 3,000 training epochs, evaluated
at t = 0.01. The right-hand side corresponds to a heatmap of 2,500 generated samples using the
score-network in the discretised reverse process.
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As this dataset is a union of measures with finite support, it has finite moments. Therefore,
this experimental result supports our claim in Conjecture 5.3 as it appears the SGM algorithm has
appropriately learned the true data score and can reproduce samples lying around the true disjoint
support.

Demonstration Of VAEs and GANSs failing to learn a simple lying on union of discon-
nected supports

In the related work section, we recalled Theorem 3.1 which provided theoretical justifications as to
why push-forward models cannot appropriately generate samples lying exclusively on the disjoint
support components. For means of comparison we demonstrate this experimentally too.

Below we present the results of training a variational auto-encoder and generative-adversarial
network to learn the same union of circles dataset. Details about the network architectures and
training methods of the push-foward models can be found in the Appendix, GAN: B.2, VAE: B.3.
Importantly to ensure consistency, the generator and decoder networks are of identical size. This
ensures they have the same capacity to generate samples. The score network is marginally bigger,
although of a similar order of learn-able parameters, however this is excusable as each push-forward
model requires an additional network to aid the training process.
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Figure 5.15: On the top row we see samples produced by the generator network after 960 training
epochs. On the second row we observe the samples produced by the decoder network after 460
training epochs. On the left-hand side we see the distribution of transformed samples from z ~
U[-5, 5] on the right-hand side we see the distribution of transformed samples from z ~ N(0, 1).
In all images the black dotted lines represent the true target support.
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In Figure 5.15, we clearly observe a region between the two components which is supported
in the push-forward measure by both models. This aligns with Theorem 3.1 as it demonstrates
that although the probability density is relatively small in the region between the two manifolds,
it is non-zero. This flaw is more detrimental in the Gaussian latent variable case as transformed
samples which lie off the support are those from the latent space with greatest probability density.

Comparison Between Push-Forward Models And Score-Based Generative Models In
Generating Samples Lying On A Disjoint Support

The experimental results indicate that score-based generative models succeed where push-forward
models fail in generating samples with disjoint latent support. Furthermore, providing we have an
accurate score-approximation, under Conjecture 5.3 (and associated assumptions) we can produce
samples arbitrarily close to the data distribution with respect to the total variation. Push-forward
models could potentially also achieve this by assigning arbitrarily small, but importantly non-
negative, density to the region connecting the two disconnected supports. Indeed, due to the
Brownian increments in our reverse discretisation process the entire state space is in the support
of the generated samples under the backward process. However from our experiments it appears
score-based models better assign density on the support.

We also remark that it would be natural to theorise the generalisation property of score-based
models, particularly in the circle example from Section 3.2, is due to linear interpolation and not
actually learning the latent support. However, the lack of any explicit learned support between
the two circles, under the SGM algorithm, would dispute this.

Experiment: Score-Based Generative Modelling On More Complicated Disjoint Sup-
ports

Finally we present the results of sample generation on a couple more example datasets, to demon-
strate these results hold more generally too. The union of manifolds hypothesis states the latent
supports can be of varying dimensionality, therefore we first consider a disjoint support with varying
latent dimension.

We consider the target support illustrated in Figure 5.16, notably as the support is bounded
we have the required finite moment assumption. Using our standard score-network architecture
and implementation we see the score-based model again generates appropriate samples without
evidently interpolating between the disjoint support components, which is seen in Figure 5.17.

2.0
15
10
0.5

0.0

X1

—-0.5

-1.0
-1.5

—2.0

Figure 5.16: The left-hand support is sinusoidal and evidently has a one dimensional representation.
The right-hand support is a filled circle, which is two dimensional.

Finally, we consider a higher dimensional example, a gapped Swiss roll dataset and a unit disc
embedded in three dimensional space. The training set and generated samples are illustrated in
Figure 5.18.
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Figure 5.17: On the left-hand side is the learned score-network, at 5,000 training epochs, evaluated
at t = 0.01. The right-hand side corresponds to a heatmap of generated samples using the score-
network in the discretised reverse process.

Figure 5.18: On the left-hand side is the training set embedded in three dimensions. The right-
hand side illustrates the generated samples using score-network at 5,000 training epochs, in the
discretised reverse process.
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Chapter 6

Evaluation

The implications of our results are discussed as they are demonstrated and derived in the previous
section. In this section we discuss our findings in relation to the wider literature.

Much of the theoretical work in this project aims to generalise Theorem 3.2 in terms of arbitrary
time-homogeneous Ornstein-Ulhenbeck processes, over a fixed time interval.

The exponential convergence of the forward perturbation process in terms of g is by no means
a novel result. Indeed, Ornstein-Ulhenbeck processes are one of the most well studied stochastic
differential equations. However, we note the paper which formulates Theorem 3.2 does not refer to
these results and instead uses a far more general argument to justify the exponential convergence.
Therefore, presenting this result in the context of score-based generative models is a meaningful
contribution in of itself - as we saw in our experiments, understanding the relationship between
and the diameter of the dataset is essential in minimising the error of the backward process and
in ensuring high quality samples are generated.

We also consider the Cauchy distribution to demonstrate experimentally that our assumption
the data distribution has a finite second moment is too strong and we can still obtain convergence
in the forward process in cases without this assumption. We believe this is the best justification
we can feasibly obtain as to the best of our knowledge there is no result of in the literature which
specifies the necessary conditions for exponentially fast convergence under Ornstein-Ulhenbeck
processes.

We present the relationship between the rate of convergence 8 and the discretisation error in
approximating the continuous backward process. While this result was not presented to the same
level of rigour as in Theorem 3.2 from the literature, we believe our sketch of the proof is convincing
and the supporting experiments adequately justify the relation in Conjecture 5.1.

Combining this result with the data-processing inequality presented in (3.2) provides new insight
of a trade-off in determining appropriate perturbation parameters which guarantee a low bound
in the total variation between the backward process and target support. We demonstrate this
result holds on a variety of proxy datasets conforming to the manifold hypothesis and on a popular
synthetic dataset from the literature.

Following these derivations we shifted our analysis to a more practical consideration, in min-
imising the error associated with approximating the true score function of the law of the forward
process. Our reasoning indicates there is an intrinsic relation between the complexity of the target
support and capacity of the score-network. If the network is appropriately sized we mitigate the
score-approximation error induced by overfitting to the score of the training set and consequently
produce high quality samples. Unfortunately, while we demonstrate this relation exists we provide
no insight into how the optimal size should be determined. We also remark that quantifying the
complexity of a dataset in terms of the number of learn-able parameters in a neural network is a
very vaguely constructed problem statement and requires formalising in its own right before being
researched further.

We combine the above results to motivate a number of theoretical comparisons to another class
of state-of-the-art generative models, namely push-forward models. We firstly consider generating
samples from one dimensional Gaussian mixture distributions. Under Conjecture 5.2 we argue
the free parameters of the perturbation process ensure, under good score function approximation
and suitable discretisation increments, we can make the bound of total variation in the backward
process arbitrarily small. This contrasts the corresponding result for push-forward models, as
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the Lipschitz constant of the push-forward network must scale accordingly with the dispersion of
mixture component means. We argue SGMs perform better due to the logarithmic increase in
discretisation error induced by dispersing mixture component means further from the stationary
mean o.

Finally, we apply our results to argue novel justifications as to why score-based generative
models can adequately learn distributions lying on disjoint latent supports. We demonstrate these
capabilities on a variety of synthetic examples in accordance with the union of manifolds hypoth-
esis. Push-forward models cannot generate samples without interpolating between the disjoint
supports. Despite samples generated by the SGM algorithm having full support in R™, by consid-
ering our upper-bound on the total variation between the target support and generated samples we
hypothesise we can make the density off the target disjoint support arbitrarily small. As a result,
we argue SGMs outperform push-forward models in this setting.
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Chapter 7

Conclusion and Future Work

7.1 Conclusion

In conclusion, we have generalised Theorem 3.3 to arbitrary Ornstein-Ulhenbeck processes in the
practical restriction of a finite time perturbation processes. Considering general initial data distri-
butions, a fixed time interval is preferable to running the forward perturbation arbitrarily forward
in time and discretising this variable, dataset dependent, range. In this context, the trade-off
in specifying the perturbation parameters, quantified in terms of the forward convergence and
discretisation error of the backward process, helps justify the broad empirical capabilities of score-
based generative models. As we have considered synthetic datasets which are suitable abstractions
of many real-world datasets, our results help explain why SGMs are able achieve state-of-the-art
performance over other generalisation model architectures.

7.2 Future Work

While we are confident in the relationship presented in Conjecture 5.1, and consequently Conjec-
ture 5.2, our proof is not as rigorous as the one presented for Theorem 3.3. Therefore, we have
refrained from presenting it as a theorem in the same way. With additional time, it would be pos-
sible to formalise this result to the same standard and make stronger assertions about our findings.
Additionally, should we wish to develop this research to the standard of publication we would need
to consider more conventional research datasets, such as MNIST of CIFAR-10.

Additionally, we restricted our analysis wholly to time-homogeneous Ornstein-Ulhenbeck pro-
cesses, which means the parameters are constant with respect to time. It has been shown empir-
ically that varying these parameters throughout the perturbation process improves the quality of
generated samples along the target support [41]. Generalising Theorem 3.3 and Conjectures 5.1
and 5.2 to theoretically quantify this improved performance is therefore a natural extension to the
work in this project.

Early on in the project, we investigated particle interacting perturbation processes. Briefly,
these processes introduce an attractive interaction term between particles in the forward process.
The intuition is that under the reverse process this reverse attraction would repel particles apart
and could speed up backward convergence or better disperse particles around the target support.
In considering these systems we derived the exponential convergence of the forward process in
terms of the drift 8 and largest eigenvalue of the interaction matrix. As the convergence was also
exponentially fast, we can derive similar convergence results as presented in this report for these
systems too.

7.3 Ethical Considerations

Due to the theoretical nature of this project and synthetic experimental datasets, the ethical
considerations in this project are minimal. However, we will discuss potential ethical issues in the
wider field of generative modeling - which is contextually relevant to this project.

Score-based generative models are often used in image generation, specifically faces. As the
score-function is trained on the input training samples its important this data is sourced ethically.
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More generally, under GDPR! we require personal data to be anonymised. Furthermore, as faces
are specially classed as ‘biometric data’ there are further complications in ensuring compliance. In
the wider scope of generative modelling, many professionals are worried how advances in generative
modeling threatens their job security.

In relation to this work specifically, as we have purely focused on generalisation capabilities,
these issues are not directly relevant to this project. However, it is important to bear these
implications in mind, especially if we aim to further our results in future on more complicated
datasets, such as images.

1Following Brexit, the UK wrote an identical form of GDPR into national law.
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Appendix A

Proofs

A.1 Total Variation On Mixture Distributions

Proof of lemma (5.1).

drv(p,q /|P —q(x)|dx

- / Ap1 () + (1= Npa(e) — gl@) (A + (1 — A))|de

1—A
<3 [ @ et + 252 [ 1) - i

= M7y (p1,q) + (1 = N)drv(p2,q)

A.2 Ornstein-Ulhenbeck process

A.2.1 Solution Of The Ornstein-Ulhenbeck Process

Proof. Let the driving Brownian motion, Wy, be the standard Brownian motion in R", a €
R™, B > 0, then:
dXt = — —a)dt+ath

(
Let Yt = Xt - g dYt = —B(Yt)dt + O'th

Let Zy = o(Ye,t) = (Yt“)eﬁf,Yt(?)eﬁt, ,Yt(")65t> — Yot with YO denoting the it

component at time t.
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0
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t
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0

Here (1),(2) follow from applying Itd’s lemma. We note that the Itd stochastic integral of a
deterministic integrand is Gaussian distributed, so we can further derive the first two moments of
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the integral and the law of the process.
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0 0 ij
t
3) —9\?
= 5,/ ol ) ds
i [, (ee)

t
:5ij0'26_2ﬂt/ €285 s
0

= §;:0%e 20t ! (625'f -1 = (5--0—2(1 - e*wt)
9 26 9 26
¢ 2
— 5, [ 0ePETAW, ~ N(0,, = (1 — e~ 2N)L,,).
0 26
Where 6;; := {0 if i # j, 1 if i = j} and (3) follows from Itd’s isometry. O

A.2.2 Solution To The Ornstein-Ulhenbeck Process With An Initial
Gaussian Distribution

Corollary A.1 (Marginal distribution p;(x) when X, is Gaussian). If Xy is Gaussian, then
under a OU perturbation the marginals p; are also Gaussian and can be derived analytically. This
follows as the sum of two independent multivariate normal distributions is gwen by N (p1,X1) +
N(p2,E2) = N(pa + p2, X1 + Xa). Let Xo ~ N (po,Xo).

¢
X =a+ (Xo—a)e P+ / 0P aW
0

2
~ a+ (N (o, Zo) — a)e " + N(0, ;—/3(1 —e72N,)
2

(1—e 291, + 20625t> - N (a, ;5I”> as t — oo.
Furthermore, by considering the forward and backward Kolmogorov equations associated with

this stochastic differential equation it follows that this is the unique stationary distribution of the
OU process [7, Chapter 4].

2
g/\/<a+(ﬂo —a)efﬁt,;*ﬁ

A.3 Total variation forward process with an initial Gaussian
distribution and stationary process, under OU pertur-
bation

Proof. Total variation in the forward process between the invariant distribution and perturbed
process for Multivariate Gaussian initial distributions. Let pg = A (4, X) then from the above

derivation we have p; = N (a + (u — a)e P, %(1 —e 2, + 2@’25‘5). Using (5.3) we find:

2 2
KL(g.p) = KL (N (a, gﬂz) I~ (a @) - e, +ze-2ﬁt))

1
< §trace(21_122 —1,)+ (u1 — p2) 217 (w1 — p2) — logdet(Z23, 7 1).
In our case we have:
s 1, = (21 121— BN, 4 Bem ) T, =P T
1 2 n = g2 Qﬁ( € )n+ & n = € ( n)
Ty -1 T —ﬂt02 — Bt 202 —28t
(1 —p2) E1” (1 —p2)=(p—0a)e %In(#—a)e =|Iu—oz||2ﬁ6 .
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In considering the final term, det(X23; 1), we find:

20

2
-1\ _ g -2 -2
det(X2X, ) = det(—(72 I, (2/3(1 —e ﬂt)In + Xe Bt))

= det(I,,) det (ifIn (g;(l — e YT, + Ee—2ﬂt>) (det(AB) = det(A) det(B))
= det (ZSI” (g;(l — e 2N, + if):e—zm» (det(I,) =1)
= det((1 — e 2°YI,, + i—gZe_zm)

= det(I, + —Qﬁf(wz I,))

_1+Zdt< —2ht 252 I )) (det(I, + A) =1+ Y _det(Ar))

Where A; denotes the principle sub-matrices of A, this is equivalently the sum of the principle
minors of A. As X is the initial co-variance matrix it is positive semi-definite, therefore for 5 suffi-
ciently large each term in the sum is positive. Hence, det(XeX; 1) > 1 = —logdet(Z2¥; 1) <0
and arrive at the following:

1
K L(q|lpt) < 5757”!106(217122 — L)+ (p1 — p2) 217 (1 — p2) — logdet(Za%; 1)

1
< 5“’@66(217122 — 1) + (1 — p2) S~ (1 — p2)

1

2
— Ze 268t
=3¢ <t1"ace(2 I,)+|p— a|225>

Now by applying Pinkser’s inequality (??) with (5.4) we establish:

(trace($17 "8 — In,) + (p1 — p2) 81" (p1 — p2))

1
2

dTV (qa Pt) S

N = DN

e Pt <trace(2 —I,)+||p— a||§w>

Which leads us to the result of exponentially fast convergence of the forward process with respect
to the total variation. O

A.3.1 Total Variation In The Forward Process Of A Multi-Dimensional
Gaussian Mixture Distribution

Proof. Considering now a multivariate Gaussian mixture with two components, we can deﬁne the

initial distribution as follows, py = pé )er(()Q) =MW (p1,81)+(1=NN (2, X2) and g = N (a, 55In )

the invariant stationary distribution of the OU process. Then we have, p; = )\pg ) 4 (1-=XMp ,52) =
AN (a + (p1 — a)e P, %(1 —e 2L, + 216’25’5)—1-(1—)\)]\/' (a + (p2 — a)e™ P, %(1 —e 2L, + 226’25‘5).
Considering now drv (q,p;) and applying lemma (5.1) and (A.3), we get:

Which we note tends to 0 as ¢ — oo. O

drv (¢, pt) < Moy (g, ") + (1= Ndrv (g, p5)

A 2 2
< [2 (trace(s 1)+l — gy )+ (1= ) (trace(Ss — L) + [z - a5 )

N

A.4 Forward Convergence For Arbitrary Data Distributions

Definition A.1 (C-strongly convex). A function f: R™ — R is C-strongly convex if the smallest
eigenvalue of V2 f(x) (the hessian of f) > C Vz € R,,.
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Lemma A.1 (Relation between strong convexity and the logarthmic-Sobolev inequality [42]). For
a probability measure p defined on R™, if f(x) := —logp(z) is C-strongly convex then p satisfies
the log-Sobolev inequality with constant C.

A.4.1 Logarithmic-Sobolev Inequality For The Invariant Distribution Of
The Ornstein-Ulhenbeck Process

Proof. From Appendix (A.2.1) we have under the Ornstein-Ulhenbeck perturbation process X, ~

N(a s Jn) = Poo(T) =4/ % exp(—%”x—a“%). I will derive the LSI constant for this process

» 28
by showing this density is strongly convex.

pele) = | 2 exp(~F e )

770'2

1
fla) i= ~ogpla) = ; log T~ + o~ al

2 2
= Vf(z) = —’f (x(l) —aW, . 2™ —a(”)> = Vf(z) = —f[n.
o
Therefore, we have poo(z) is i—g—strongly convex. By applying Lemma A.1 it follows that ps
satisfies the logarithmic-Sobolev inequality with constant 3—@ O

A.5 Discretisation Error Of The Backward Process For A
General Ornstein-Ulhenbeck Perturbation Process

Under the same assumptions outlined in Theorem (3.2), the total variation between the reverse
process and score-based generative modelling algorithm is bounded above by the following quantity,

drv(Qr, QY)* < KL(Qr||QF") < (LPdhf + L*m3h* B + €eore) T

This proof is a sketch, which is largely based on the discretisation of de-noising diffusion proba-
bilistic models presented by Chen Et al. [36, Theorem 9]. In this proof, S(X,t;6) denotes our
training score network, which is assumed to be L?-accurate.

Proof. In a similar manner, we start by proving
N-l (G+1)At )
S B [ IS(XanT ~ jAti6) — Valogpr (X[ S (Ldh5 + Lmih*s? + )T,
o JAt

Once this is established, we can apply the ‘approximation argument’ [36, p.g. 13] in a similar
manner to derive the result.
For t € [jh, (5 + 1)h],

Eq,[1S(X a0, T — jAt6) — Vi log pr—o(Xo)|1%] S

Eq. [|[S(Xjae, T — jAL; 0) — V. log pr_wn(Xen)|[?] + (score function error)

Eo, [[|Vzlog pr—in(Xin) — Vi log pr—(Xe)|?] + (discretisation error in score)

Eo, || Ve logpr—i(X:) — Vi log pr—(X,)||?] + (discretisation error in X;)
Pk (Xin)

S 6gcore + IEQT || 1Og + LzEQT [HX’Ch - XtHQ]

pr—t(Xkn)
The middle term corresponds to the change in score in the forward process. In a similar manner
to Chen we define the mapping S : R — R”, S(z) := exp(—8(t — kh))z, then pr_pn = Sgpr—: *
N(0,1 — exp(—283(t — kh))). We then apply Lemma 16 from Chen [36, Lemma 16|, with o =
exp(f(t — kh)) = 1+ BO(h) and 02 = 1 — exp(—28(t — kh)) = BO(h),

Pr—ich (Xkn)

V.lo
I s pr—it(Xin)

| S L2Bdh + L*h?B?|| Xn||* + (1 + L*)B*R?||Vapr—e (Xin)||?

< L?Bdh + L*h?B%(| Xen||? + L2 B20°||Vapr—i(Xin) || (as L >1)
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Finally, as Q7 is the time reversal process of the forward process given by marginals pr, we can
apply the moment bounds from Lemma 10 |36, Lemma 10| and moment bound from Lemma 11
[36, Lemma 11], and so,

Eo,[l|S(Xjan, T — jAt0) — Vi log pr_o(X0)||2] < €2re + L2Bdh + L2h232

~v “score

As previously referred to, this result can be used in the approximation argument presented by
Chen Et al. [36] to arrive at the final result. O
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Appendix B

Neural Network Architectures and
Training

In this section we describe the various architectures and training procedures of the neural networks
used in this project.

B.1 Score-Network

Our primary score-network architecture is a multi-layer perception model with 3 hidden layers with
256 neurons in each layer. Following the implementation section 2.3, as our perturbation process is
run over the fixed time interval [0, 1] with step-size At = 0.01 our score network is trained by using
the de-noising score matching objective (2.16) at each time jAt, 5 =0, ..., 100. The network is
trained for 5,000 epochs as experimentally this proved to be a nice balance between learning and
avoiding over-fitting, however this quantity is very dataset dependent. The network was trained
using the Adam optimiser and Relu activation functions between the layers.

All of the above specifications are maintained unless explicitly otherwise stated in an experi-
ment.

B.2 Generative-Adversarial Network

The generator network learns a mapping from one-dimensional latent space to two dimensional ob-
servable space. We used increasing numbers of neurons in each layer, given by {16, 32, 64,128,256}
neurons respectively. We used the LeakyRelu activation between layers. For the discriminator
network we learned a mapping from observable space to [0, 1]. For this network we used decreasing
numbers of neurons in each layer as follows {512, 256,128, 64, 32,16}, again we used the LeakyRelu
activation function with a final activation of Sigmoid to output a probability associated with the
belief a sample is synthetic or real. The discriminator network was trained with a dropout rate of
30%. These networks were trained simultaneously with a learning rate of 5¢ — 4 under the Adam
optimiser using binary cross-entropy as a loss function.

B.3 Variational Auto-Encoder

The encoder network learns a mapping to the parameterised latent space R. This network has
decreasing numbers of neurons in each layer specified by {128,64,32,16} neurons respectively.
The decoder learns the mapping from latent space back to observable space. This network has an
increasing numbers of neurons in each layer, given by {16, 32,64, 128,256} neurons respectively.
Both networks used the LeakyRelu activation function with no dropout. These networks were
trained to minimise a loss function comprised of a mean squared error from the training set and
KL-divergence. We used the Adam optimiser with a learning rate of 5e — 4.
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Appendix C

Supplementary experiments

C.1 Score Matching On One Dimensional Gaussian Distribu-
tions

As an example, I will demonstrate how we can apply score matching to estimate the score of a
1

one-dimensional Gaussian variable. Let’s define the following model density: fi s(z) = 5(z —
M)TS(x — M), M,S € R. Given N samples from a normal distribution (in this experiment
I chose p = 0 and ¢ = 1) we can use our estimator for J(#) to find the values of M and S
which minimise the fisher distance between our model score and the true score. I did this in
Python by generating 100,000 samples from N '(u,0?) and then performed gradient descent on
J() to find the parameters § where this estimator is minimised (Fig. C.1). As there are just two
parameters in the one-dimensional Gaussian case, we can visualise the value of .J () as M and
S vary on the axes. This visualisation is shown below in Fig. C.2. Interestingly, in the case of
the multivariate Gaussian, Hyvarinen showed that the estimator in score matching is exactly the

maximum likelihood estimator for the parameters g and X [5].

Optimization terminated successfully.
Current function value: -0.500391
Iterations: 16

Function evaluations: 57
Gradient evaluations: 19
[2.03381772e-04 9,99608632e-01]

Figure C.1: Output of gradient descent on our estimator J(0) has found the optimal parameters
M = 0.000204, S = 0.9996, very close to our true values of 0 and 1.

C.2 Wasserstein Distance Between One Dimensional Gaus-
sian Distributions

Due to the abstract definition of the Wasserstein distance (3.4), I have plotted the Wasserstein
distance between two one-dimensional distributions Ny ~ N (0,1), No ~ N (u,1), p € [—2.5,2.5],
in Fig. (C.3) below. The left-hand graph shows the overlap and provides visual intuition as to
why the distance decreases as u — 0. The right-hand graph shows the calculated Wasserstein
distance between the two distributions. As expected, the right-hand graph shows the Wasserstein
distance decrease as the distributions ‘overlap’ more and increase again as the mean passes 0 and
the distributions ‘agree’ less.

C.3 Langevin Dynamics On an Unequally Weighted Gaus-
sian Mixture Distribution

In the below example I demonstrate upon attempting to sample from a Gaussian mixture with
unequal weights, the generated samples will not respect the weightings. In this example, the true
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Figure C.2: The heat map appears to have a single minimum in proximity of the true values of M
and S.

Wasserstein distance between moving normal distributions
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Figure C.3: The red distribution ‘moves’ from right to left, it’s mean is initially on the left dotted
line and linearly interpolates to the right dotted line.

score function of the parent distribution was used in order to demonstrate this is an issue derived
from Langevin dynamics and not due to score estimation. This can be observed in Figure C.4. We
are attempting to generate samples from the distribution:

p(z) L exp(—l(x — M)TS (z — My)) + 9 exp(—%(w — My)TSy(x — My))

10 2 10
-5 5 1 0
M, = _5]7 My = 5]7 S1 =52 = 01
The prior samples xg were uniformly scattered around the region D := {(z,y)| -7 < z <
7,—7 <y < 7}. For clarity, I have coloured the points that are initially under the region of low
score (approximately the line y = —x) as blue and those which are initialised above as purple.

From Fig. C.4, we can see only one particle was able to cross this region and therefore as the
samples were initially distributed uniformly, they converge to a different mixture with w; &~ 0.5.
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Figure C.4: The left hand side shows the initial dispersion of particles and the right hand side
depicts the diffusion at T' = 1. The relative equality in the two components demonstrates Langevin
dynamics not respecting the weightings of each mixture component.
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Appendix D

Implementations

D.1 Sliced Wassserstein Distance

In order to efficiently calculate the sliced Wasserstein distance on high dimensional datasets, we
require a fast vectorised implementation. This does not exist in public libraries and therefore I
wrote my own implementation using Jax.

def sliced wasserstein (test samples, generated samples, num projections

 key):
data_dimension = test_ samples.shape[1]
direction vectors = random.normal(key, (data_ dimension,

num_projections))
direction vectors /= vmap(jnp.linalg.norm) (direction vectors.T).T

projections test samples = jnp.dot(test samples, direction vectors)

projections generated samples = jnp.dot(generated samples,
direction vectors)

result = vmap(wasserstein distance, projections test samples,

projections generated samples, axis=1)
return jnp.mean(result)

This is efficient as the projections are generated and performed as matrix operations enabling full
use of the optimisations Jax offers.
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