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Abstract

We present EMmy, a proof assistant optimised for teaching and learning, that fills the gap
between existing teaching tools and powerful practical theorem provers. EMmy supports a
many-sorted first-order logic in which recursive functions, data structures, and arithmetic
operations can be expressed. EMmY can express and prove the properties of many computer
programs, in addition to theorems in propositional and first-order logic.

To make it convenient for students to start using Emmy, we also developed a web-based
interface for EMmy, which has been proven in tests to be easy to learn. Alternatively, the
users may also write proofs in an LISP-like DSL, and check their proofs by ‘running” them
using EMMY’s interpreter.

Since we intend to use EMmy in the teaching of the reasoning about programs course, we
demonstrated the proving power of Emmy with regard to the course materials. The results
are satisfying: we believe that EMmy has enough proving power to be used in actual teaching.



Emmy Open | save| HIDEALL| SHOW ALL CHECKl

Declare HipE| x|

LI Data List = nil | cons Int List
x| append: List List -> List
x| rev: List -> List

ADD |
The integer type (Int) and atom type (Atom) are already defined for you.

Lemmas HiDE| x|

x| LD Vli:List.v12:List.rev (append 11 12) = append (rev 12) (rev 11)
ADD

Define HiDE| x|

_x | append-b append nil 1 = 1

LI append-i append (cons 1 11) 12 = cons i (append 11 12)
x| revb rev nil = nil

Ll rev-i rev (cons i 1) = append (rev 1) (cons 1 nil)
ADD

Proof Hice| x|

Checked: Correct
Goal: 'WV1:List.l =rev (rev 1)

G Prove V1:List.l =rev (rev 1) ->Function | X |

by induction on the definition of data structure List

Induction principle is correct

Base case
P+l | P+IA

Toshow nil =rev (rev nil) _X | ->subproof |
By rev-b

Inductive Step
x| Take 1: List suchthat 1=rev (rev 1)

x| Take x: Int

P+l | P+lA

Toshow cons ¥ 1 =rev (rev (cons x 1)) Ll —>Subpmof|
By append-b append-i rev-b rev-i LD %Hypo

Add Case I

+ | A+ |1+ | 1A+ | ind+ | E+ |

Renumber

ADD COMMENT | ADD PROOF | ADD DECLARE | ADD LEMMAS | ADD DEFINE |

Figure 1: A proof of theorem B.15 written using the web interface of Emmy
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Chapter 1

Introduction

1.1 Motivation

Currently, there exists a huge gap between the educational theorem provers used in teach-
ing, and the practical theorem provers used in research and the industry. The educational
theorem provers, such as Pandora [15], and Panda [43], are often developed by educational
institutions and used as teaching tools in logic courses. While being friendly to newcomers,
they usually lack the expressiveness to prove more sophisticated theorems, such as prop-
erties of computer programs. Meanwhile, there exists many powerful practical proof tools,
including the famous Coq proof assistant [19], and the Isabelle/HOL proof assistant [67].
While these tools are very expressive and are capable of formulating and proving more ad-
vanced theorems, they have high barrier of entries, and require considerable amounts of
prerequisite knowledge in logic, making them inaccessible to students who have just started
learning.

We argue that the lack of more expressive teaching tools hampers the teaching and learn-
ing of the reasoning about programs course, which is a mandatory first-year course at the
Department of Computing, Imperial College London. Students taking this course have no
choice but to write all proofs by hand, which is a tedious and error-prone process. The gap
between teaching tools and practical tools also discourage students from learning about the
arts of theorem proving and program verification, driving away future contributors to a
domain with a lot of potential.

1.2 Objectives

The main objectives of this project is to build a proof tool that addresses the above concerns.
Namely, the system should aim to assist the students taking the reasoning about programs
course, who have already learnt how to write logic proofs in natural deduction, but do not
have the time nor the prerequisite knowledge needed to learn to use a powerful, ‘real-world’
theorem prover or proof assistant.

This requires the tool to be able to express the proofs that the students might encounter
when learning the course, while remaining approachable enough so that the students can
become productive using this tool with minimal learning and practice.

1.3 Contribution

The main contributions of this project are:



1.3. CONTRIBUTION Chapter 1. Introduction

* We devloped Emmy, a proof assistant that puts an emphasis on easy of learning and
low barrier of entry, while having enough power to handle the vast majority of the
proofs in the first half of the reasoning about program course.

* We built a web-bases graphical user interface for Emmy, making it easily accessible to
users without needing to install anything on their own machines.

¢ We demonstrated how our proof assistant can be used to aid the learning and teaching
of the reasoning about programs course, by showing how to solve questions in the
course material using Emmy.

Emmy Open | Save | HIDEALL| SHow ALL CHECKl

Declare nipe| x|

LI Data Tree = 1L Int | b Tree Int Tree
x | size: Tree -> Int
x| flip: Tree -> Tree

ADD |
The integer type (Int) and atom type (Atom) are already defined for you.

Define HDE| x|

x| size-b size (1 x) =1

LI size-i size (b t1 x t2) =1 + (size tl + size t2)
x| flip-b flip (1L x) = L x

x| flip-i flip (b t1 x t2) = b t2 x t1

_ADD |

Proof HiDE| x|

Checked: Correct
Goal: Vt:Tree.size t =size (flip t)

Ok 1 Ind:[Vt:Tree.size t=size (flip t)] size-b size-i x| +]
flip-b flip-i il|_+|
IA_+| Ind+ |
E+ |
Renumber |

ADD COMMENT | ADD PROOF | ADD DECLARE | ADD LEMMAS | ADD DEFINE |

Figure 1.1: A proof oheorem written using the web interface of Emmy.




Chapter 2

Background

2.1 Logic and Proofs

In this section we look at how theorems can be formalised using symbolic logic, and the
proof processes with which the theorems can be proven.

2.1.1 Propositional and First-order Logic

The syntax and semantics of propositional and first-order logic described here are based on
the lecture notes from the C140 Logic course at Department of Computing, Imperial College
[75], and the book Logic in Computer Science: Modelling and Reasoning about Systems [55].

Propositional Logic

In propositional logic, we are mainly concerned about the relation between propositions,
which, as far as we are concerned, can be treated as statements that can be either true or
false.

For example, the statements

¢ Itis raining.
¢ Itis sunny.

are all propositions. Whether these proposition are true depends on the interpretation of
them. We can represent each of these propositions with a letter. For the rest of this section,
we will name the two propositions above R, and S respectively.

From these atomic propositions, we may construct more complicated logic formulae
which we may reason about. Each individual proposition is a formula. We may also con-
struct formulae by ‘connecting’ existing formulae using logic connectives. We can, for exam-
ple, have formulae like ‘It is not raining’, ‘It is raining, and it is sunny’, and ‘If it is raining, then
it is not sunny’. We can use symbols to represent the ‘connection” between the propositions,
so that these three propostions can be written as ‘=R’, ‘R A S’, and ‘R — -H’ respectively.

Again, whether these formulae are true depends on the interpretation. We say that a
formula is ‘satisfiable’ if there exists an interpretation that makes the formula true, and we
say it is ‘valid” if it is always true.

10
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First-order Logic

Propositional logic is useful when reasoning about the relation between propositions. How-
ever, it is often impossible to express more complicated statements using propositional logic.
Consider this famous argument in the form of syllogism:

¢ All men are mortal.
e Socrates is a man.
¢ Therefore, Socrates is mortal.

In propositional logic, we can express neither ‘a man’, “all men’, ‘Socrates’, nor ‘Socrates is
mortal’. First-order logic, also known as predicate logic, solves this problem by introducing
variables, constants, predicate symbols, and quantifiers, so that the three statements above
can be expressed using the following logic formulae:

e Vx.[Man(x) - Mortal(x)]
* Man(socrates)
e Mortal(socrates)

In the above formulae, x is a variable, socrates is a constant, while Man and Mortal are
predicate (or relation) symbols, where Man(x) means that ‘x is a man” and Mortal(socrates)
means that ‘socrates is mortal’. Predicate symbols take ‘arguments” which must be variables
or constants. A predicate that takes no arguments is the same as propositions in proposi-
tional logic. In the first formula, V is the symbol for “for all’, thus Yx means that ‘forall x'.
Therefore, the entire formula can be interpreted as ‘for all x, if x is a man, then x is mortal.

Apart from ‘for all’, we can also express ‘there exists’” in first-order logic, using the ‘3’
symbol. The formula 3x. Mortal(x), for example, can be interpreted as “there exists an x, such
that x is mortal.’

Many-sorted First-order Logic

Many-sorted first-order logic differs from normal, unsorted first-order logic by associating
each term with a ‘sort’. The sort of a term indicates what kind of object the term is.
We may write, for example,

Vx : Man. Mortal(x)

which means that ‘for all x of type Man, x is Mortal.

Many-sorted first-order logic allows some property to be expressed using sorts, which,
as can be seen in the above example, allows certain properties to be expressed more suc-
cintly. The sorts in many-sorted first-order logic can also be used to express ‘types’ in typed
programming languages.

2.1.2 Natural Deduction

When working with logic, we often want to prove formally the validity of formulae. Proving
methods include resolution, which is often employed by automatic tools (see 2.3.1), the use
of truth tables, which is often not feasible for large proofs, and various forms of deduction.

Here we are particularly interested in natural deduction, a family of formal systems that
allows proofs to be written in a way akin to ‘intuitive, informal reasoning’ [70]. Natural

11



2.1. LOGIC AND PROOFS Chapter 2. Background

deduction is widely taught in introductory logic courses, including the first-year logic course
at Imperial College.

The name ‘natural deduction’ first appeared in Gerhard Gentzen’s 1935 article [45] [44].
Gentzen stated that he wished to ‘set up a formal system which comes as close as possible
to actual reasoning’ [44], as opposed to existing systems developed by Frege, Russell, and
Hilbert, which he found ‘far removed’ from the methods used in practice. The result, in his
own words, was ‘ein Kalkiil des natiirlichen Schlieflens’, ‘a calculus of natural deduction’”.

Gentzen presented ‘calculus NJ’, a natural deduction system for intuitional logic, and
‘calculus NK’, obtained by adding inference rules to NJ to make it compatible with classical
logic. Under Gentzen’s system, proofs are written as derivation trees of true formulae, which
are derived from some assumptions, using a set of derivation rules.

Gentzen was, however, not the first person to come up with such a system. In 1934,
Stanistaw Jaskowski published an article in which he demonstrated how to ‘analyze a prac-
tical proof by making use of the method of suppositions’ [56]. In JaSkowski’s system, proofs
are written as sequences of proof steps, which is more akin to the system taught at Imperial
College today.

Both Gentzen and Jaskowski focused on the use of assumptions in their systems [69].
Such an emphasis might reflect the actual methods employed by mathematicians at that
time, as Jaskowski remarked, ‘the chief means employed in their method is that of an arbi-
trary supposition.” [56]

Since mid-20th century, a number of syntactically different ‘natural deduction” systems
have emerged, many of them containing features that ‘stem from’” the works of Gentzen
and Jaskowski [69]. We will now discuss the difference between some systems of natural
deduction, with regard to our project.

Styles of Natural Deduction

To demonstrate the difference between the various styles of natural deduction, we try to
proof theorem 2.1 in the various styles we discuss.

Theorem 2.1. If P — Q, then -Q — -P.

Gentzen The ‘initial formulae’, which all sit on the top of the proof tree with no other formu-
lae above, are all assumptions, named by numbers written above them. Some deriva-
tion rules use assumptions. For derivations using such rules, the assumptions used
must be ‘made explicit’, which in our case via making the assumption number sub-
script of the rule name.

Notice that since Gentzen used the symbol ‘-’ in his sequent calculus (see 2.1.2). We
therefore use “>’, the symbol used by Gentzen, instead of ‘-’ to denote implication in

this proof.
Proof.
3 1
p
2 P °Q o>-E
-0 Q
1-E
= 1-I5
-Q>-P 2

I

(P>0Q)>(-Q>-P)

12



2.1. LOGIC AND PROOFS Chapter 2. Background

O

Gentzen described the two ways in which his system differs from ‘actual reasoning’
[45]:

1. In actual reasoning, there is ‘a linear sequence of utterances’ [45], which cannot
be represented in a tree-like derivation.

2. In actual reasoning, people are ‘accustomed to applying repeatedly a result once
it has been obtained” [45]. But in Gentzen’s system, a derived formula can only
be used once, which often leads to redundant ‘branches’ in the derivation tree.

Jaskowski The proof here is written in the style employed in Jaskowski’s 1934 article [56].
An alternative style, using boxes to track the ‘lifetime” of assumptions, was mentioned
in the footnote of the said article. We do not discuss the alternative style here as it is
too similar to our ‘box style” natural deduction which we will discuss later.

Notice that Jaskowski wrote formulae using Polish Notation, which is a way to write

logic formulae without brackets [12], named after the nationality of logician Jan Lukasiewicz,
of whom Jaskowski was a student [77]. In Polish notation, the connective is put in front

of its arguments. So, for example, ‘p - —-q” would be written as ‘- p-g’, or ‘"CpNgq" in

the originial notation.

While Polish Notation is not commonly used in logic nowdays, we preserve Jaskowski’s
original syntax for the sake of consistency with the original article, but replace the con-
nectives with modern ones for better clarity.

Proof.

-S—>pq

2. S—q
2.2-Sp
2:2- g

2+ =p

© > —4-p
= pq = —~4-p

e e e

O]

This proof is, in fact, very similar to one of the examples provided in Jaskowski’s arti-
cle. The letter ‘S” in the proof means ‘suppose’, such that the formula ‘Sq” would me
‘suppose that q". The numeric prefix before each step indicates the assumptions under
which this step is written. For example, if a step is prefixed by “1-2’, then it means that
this step is written under the assumptions ‘S - pg” and ‘S—-q’.

‘“Box’ In the ‘box’ style, the scope of assumptions are tracked using boxes, hence the name.
The ‘box” style is similar to a system mentioned by Jaskowski [56] [70]. It is currently
the natural deduction method taught in the logic course at Department of Computing,
Imperial College [75].

In our ‘box” style, theorem 2.1 can be proven as:

13



2.1. LOGIC AND PROOFS Chapter 2. Background

1. P-Q Assume
2. -Q Assume
3. P Assume
4. —-Elim 1 3
5. L 1-Intro 2 4
6. -P —-Intro 35
7. -Q —> =P —-Intro 2 6
8. (P->Q)->(-Q—-P) —-Introl7

If the formula we wish to prove is of the form ‘P; — --- - P, - Q’, we can then formulate
the proof as “given that P;---P, are true, prove Q". This can be helpful if there are many
‘premises’, which would otherwise result in many nested boxes, which we consider
unnecessary.

After ‘extracting’ the outermost premise, we arrive at the following proof:

1. P-Q Given

2. -Q Assume

3. P Assume

4, Q —-Elim 13
5. 1 1-Intro 2 4
6. -P —-Intro 3 5
7. -Q—> =P —-Intro26

Each step, which is a proven formula, in our proof is indexed by a number. We write
the natural deduction rule on the right side of each line, along with the number of
the formula used in the inference. In fact, proofs in the ‘box” style can be regarded as
sequential representations of proofs written in Gentzen's tree style, where the numbers
written on the right of each step indicates the subtrees of the derivation tree of the
formula proven in that step. However, we do not need to duplicate a subproof if we
wish to reuse some proven formulae.

The sequential structure of our ‘box’ style makes it easy for human to comprehend the
proof, while the boxes makes it very easy to track the lifetime of assumptions.
Sequent Calculus

In addition to the two systems of natural deduction, NJ and NK, Gentzen also developed
two more generalised deduction systems, L] and LK, which became what we call ‘sequent
calculus” nowdays. In the sequent calculus, a ‘sequent’ is an expression which takes the
following form [45]:

Pl/"'/Pn - Q]/”'/ Qm

The above expression has the same informal meaning as the following formula [45]:

(PrA-APp)>(Q1vv Q)

14



2.1. LOGIC AND PROOFS Chapter 2. Background

Notice that here we use ‘> to as the implication connective, as Gentzen used ‘- in se-
quents.

Proofs in sequent calculus are, like Gentzen’s natural deduction, structured as trees. The
‘leaves’ of the tree would be “initial sequents’, which are tautologies of the form ‘A - A”. We
then apply derivation rules to these sequents to obtain a sequent of the form ‘- B’, which
means that B, the theorem we wish to prove, remains true under all situations.

As shown by Gentzen, his system NK, LK, and classical predicate logic ('LHK’) are
equivalent. He also presented a way to translate NJ into LJ.

2.1.3 Stylised Proof

The “stylised proof” is a logic proof style taught in the reasoning about program course [29].
Like a proof in the ‘box” style natural deduction, a stylised proof consists of a sequence of
steps, where each step follows from some previous steps.

We wrrite a stylised proof as:

Proof. Given:

(1) Some statement
(2) Another statement
(3) Yet another statement

Show:

Some interesting statement

Proof:
(4) Some intermediate result from (1) (2)
(5) Another intermediate result from (4) (3)
(6) Some interesting statement from (5)

O]

Unlike natural deduction, in which formulae can only be proven syntatically, using in-
ference rules, in a stylised proof, if we say that ‘step x follows from steps y and z’, then we
are making the following statement about the semantics of the steps: ‘step x is true if steps y
and z are true’. This gives us much more freedom in terms of the structure of the proof: we
may omit trivial steps which are otherwise required.

For example, consider the following theorem:

Theorem 2.2. f AACand BAD, then AABACAD.

A proof in natural deduction would take nine steps:

15



2.2. REASONING ABOUT PROGRAMS Chapter 2. Background

1. AnC Given

2. BAD Given

3. A A-Elim 1
4. B A-Elim 2
5. C A-Elim 1
6. D A-Elim 2
7. CAD A-Intro 5 6
8. BACAD A-Intro 47
9. AABACAD A-Intro38

While in stylised proof it takes only one.

Proof. Given:

(1) AnC
(2) BAD
Show:
AABACAD
Proof:
(3) AABACAD from (1) (2)

O]

The above proof is correct because we know AAC,BAD |= AANBACAD. That is, se-
mantically, (3) follows from (1) and (2).

The expressiveness and brevity of stylised proof comes at the obvious price of rigourosity:
itis much harder to detect an error in a stylised proof than in a natural deduction proof. The
correctness of a proof in natural deduction can be easily checked by human, by checking the
application of each derivation rule. However, it is much harder to check the correctness of
a step in a stylised proof. It is easy to make mistakes when writing a stylised proof without
realising.

2.2 Reasoning about Programs

Logic provides a language for modelling program behaviours and reasoning about them
formally [55]. This allows us to prove the correctness of computer programs, using reasoning
methods based on logic.

We will then discuss some methods of reasonong, which are taught in the first-year Rea-
soning about Program course at Imperial College.

16



2.2. REASONING ABOUT PROGRAMS Chapter 2. Background

2.2.1 Induction
Mathematical Induction

Mathematical induction is a technique widely used when proving properties of natural
numbers. Paraphrasing Peano’s ninth axiom [68], we can express principle of mathemat-
ical induction as the following formula in first-order logic:

P(0)AVx eI N.[P(x) > P(x+1)] - Vx e N.P(x) (2.1)

That is, to prove that property P holds for all natural numbers, we need to prove that
1) P holds for 0 !, and that 2) for an arbitrary natural number x, if P holds for x, then P holds
for x + 1.

We usually call the first case the base case, the second case the inductive step, and the
formula expressed in 2.1 the inductive principle.

It is straightforward to apply mathematical induction when reasoning about functions
recursively defined over natural numbers, as the two are structurely similar. In eairly 1960s,
John McCarthy presented a method called ‘recursion induction’, ‘for making arguments that
in the usual formulations are made by mathematical induction” [60]. He then showed how
to use recursion induction to prove the equality of functions [61]. The reasoning course
however uses a method more similar to mathematical induction, which can be argued to be
more approachable to students who already have the knowledge of mathematical induction.

We can demonstrate mathematical induction using the factorial function, which was
used as an example in McCarthy’s 1962 paper [60]. Consider the following Haskell function
which is supposed to calculate the factorial of a number, and the mathematical definition of
the factorial function:

-—— x>0

f :: Int -> Int

fxlx==0 =1 L1 ifx=0
| x>0 =xx*f (x-1) x'_{Hlei otherwise

We wish to prove that the Haskell function £, is equivalent to the factorial function. First,
we can define the property P(x) = £ x = x!. Then, we need to prove that P(x) holds for all
x eIN.

First, we prove that P(0) holds:

fo=1 (From the definition of f)

=0! (From the definition of factorial)

Then, we prove that for arbitrary x € IN, P(x + 1) holds given P(x) holds.

f(x+1D)=(x+1)xf x (From the definition of f)
=(x+1) xx! (From induction hypothesis)
=(x+1)! (From the definition of factorial)

Notice that the above is, in a sense, a stylised proof.

1 1t should be noticed that in Peano’s original treatise the first natural number is 1. We are starting from 0
here to adhere to a modern definition of natural numbers.
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Structural Induction

Apart from functions that deal with natural numbers, we can also prove properties of func-
tions that operate on recursively defined data structures, using a method called structural
induction.

The core idea of structural induction, as described by Burstall [16], is to first prove a
property of the most elementary data, then prove the property for more complex data, given
that the property is proven for ‘all data of lesser complexity’. The structure of a proof is
analogous to a proof using mathematical induction: first prove the base case(s), then prove
the inductive step(s) using some assumptions.

Consider the following definition of a linked list data structure in Haskell:

data List a Nil

| Cons a (List a)

For the List data structure, we can derive the following induction principle:

P(Nil)AVtelList a.[P(t) > Vvea. P(Cons v t)] > V1lelist a P(1)

Similar to the induction principle for natural numbers, our induction principle for List
is an implication whose premise is a conjuction of one base case and one inductive step.
For more complicated data structures, there might be more cases that we need to prove.
Consider a tree-like data structure:

Leaf a

data Tree a b =
| Flower b
|
I

Branch (Tree a b) (Tree a b)
Trunk a (Tree a b)

An induction principle for Tree a, with two base cases and two inductive steps, would
be:

V1ea. P(Leaf 1)
AVf eb. P(Flower f)
AVt1,t2 € Tree a b. [P(t1) A P(t2) - P(Branch t1 t2)]
AVt eTree a b. [P(t) > V1ea. P(Trunk 1 t)]
— VteTree a b. P(t)

While we mainly focus on the reasoning of functional programs using induction, sim-
ilar strategies can also be applied to recursive functions and data structures in imperative
languages.

Zeno

We often need to manually extract induction principles from the definitions of recursive
data structures, either to use them in hand-written proofs, or to supply them to automatic
theorem provers that does not support induction (see 2.3.1).

Zeno is a tool that automatically generates proofs of functions over recursively defined
data structures [79]. Zeno can generate induction principles for definitions of recursive func-
tions and recursively defined data structures. as well as auxilary lemmas if needed in a
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proof. Compared to other comparable provers, Zeno has stronger proving power, and sim-
ilar performance.

The internal language of Zeno is, a modified version of the internal language of the Glas-
gow Haskell Compiler (GHC), to represent recursive data structures and functions. For ex-
ample, natural number and the ‘less than’ relation can be expressed in HC as following;:

data Nat = Zero | Succ Nat

letrec (=) = \x -> \y -> case <1ql> x of
{ Zero -> True; Succ x' -> case <1g2> y of
{ Zero -> False; Succ y' -> x' <=y' } }

Zeno's representation of recursive functions, which allows easy extration of induction
principles, is of interest to our project, as we plan to implement inductive reasoning in our
proof system.

2.2.2 Hoare Logic

Programs written in imperative programming languages pose significant challenge to rea-
soning, as the outcome of each operation in such programs depends on the implicit state of
the program at the moment the operation is carried out. The state of the program, which
may, for example, describe the value of each variable at the moment, can also be manipu-
lated as the program executes. We must make the state of the program explicit in order to
be able to reason about imperative programs.

One way to formalise the state of the program, as introduced by Tony Hoare, under the
influence of the work of Robert W. Floyd [81], is to ‘state the connection precondition (P),
a program (Q) and a description of the result of its execution (R)" [51], using the notation
shown in 2.2, which is now recognised as a “‘Hoare Triple”:

P{Q} R (2.2)
The above Hoare Triple states that ‘if the assertion P is true before initiation of a program
Q, then the assertion R will be true on its completion” [51]. In other words, R describes the
state of the program after Q is executed when the state of the program is described by P.
Consider a imperative programming language with integer arithmetics > and variable
assignment, where x := € means assign the value of the expression € to variable x, we can
then construct the Hoare Triple 2.3, which states that ‘if x > 10 and y > 10, then after execut-
ingz:=x+y,z>20.

x>10Ay>10{z=x+y}z>20 (2.3)

If the precondition is irrelevant then we can also replace it with ‘true’.

true {x:=10} x =10 (2.4)

Hoare also proposed rules for dealing with conditionals and loops, and later, rules re-
garding functions [18]. Together, these rules form the basis of the second half of the reason-
ing of programs course.

Mtis certainly possible in real life that such a programming language may suffer from integer overflow when
adding very large numbers, or, in the extreme case where the numbers are too large to fit in the computer’s
memory, crash even if the language supports arbitrarily large numbers. We might need to assume that we are
considering the purely theoretical semanticas of the language, without bothering how a real-life implementation
of the language may go wrong, for now.
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Dafny

Dafny is an imperative programming language and a program verifier. [59], with support
for recursive functions, classes, inductive data types [76]. In Dafny, code specification can be
written within the program code, making it easy to clearly express properties of imperative
programs.

Hoare logic can be easily expressed in Dafny. For example, the two Hoare triples shown
above can be expressed in Dafny as:

assert x > 10 && y > 10; assert true;
var z: int := x + y; var x: int := 10;
assert z > 20; assert x == 10;

Dafny also supports more advanced constructs in Hoare logic, such as pre- and post-
conditions of functions, and loop variants and invariants. There is also support for inductive
reasoning.

Dafny programs are verified automatically, by first translating the program into Boogie 2
[5] an intermediate representation used in verification, and then checked using an automatic
prover (see 2.3.1). Programmers only needs to state the assertions, pre- and post-conditions,
loop invariants and other properties of the code when writing the code. They do not need
to perform the actual proving themselves.

While we do not implement imperative reasoning, the data structure axioms, which are
used by Dafny, [59], are of interest to us.

2.3 Theorem Provers

There already exists many tools for constructing, searching, automating, and verifying proofs.
As noted by the authors of Edinburgh LCEF, a theorem prover developed in the 1970s, there
exists two ‘extreme sytles of doing proofs on a computer’ [49]:

Automatic theorem proving The user only provides the goal and some axioms, and the
system will search for a proof with little or no user input.

Proof checking The user provides a proof, the system merely checks the correctness of the
supplied proof.

We will look at some concepts related to theorem proving, and discuss how they relate
to our project.

2.3.1 Automatic Theorem Proving

Automatic theorem proving can be regarded as “algorithmic methods for proving theorems’
[42]. When using an automatic theorem prover, the users need to formulate the theorem they
wish to prove in a format, such as conjunctive normal form, as stipulated by the prover. The
prover will then find a proof for the theorem automatically.

A widely-used strategy of automatic theorem proving is SAT solving, which refers to
determining the satisifiability of logic formulae. A notable SAT solving algorithm is the
Davis-Putnam algorithm [23], which first applies Herbrand’s theorem to ‘reduce’ first-order
clauses to propositional ones [17], and then apply propositional resolution to determine the
satisifiability. Davis-Putnam algorithm also has some modern derivatives, such as Chaff
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[63]. There also exists alternative methods such as tableaux, which can work with a more
diverse set of logic theorems.

While convenient for research and industrial purposes, the ‘black-box” nature of auto-
matic theorem provers makes them unsuitable for use in introductory courses, where the
students are expected to understand the proving process. In addition, the algorithms used
in automatic theorem proving are very different from the methods taught in logic and rea-
soning courses, making them unaccessible to students with in these courses.

However, it is possible to use automatic theorem proving techniques in proof verification
tools to For example, to allow proofs to be checked automatically using automatic provers
[2] [37].

SMT Solving

Satisfiability modulo theories (SMT) is about determining the satisfiability of first-order for-
mulae with regard to a certain set of background theories [65]. The set of background theo-
ries might include arithmetics, arrays, lists, strings, and even recursive data structures [64],
making it possible to efficiently express properties of programs, which is difficult in more
traditional theorem provers based on SAT solving. Thus, SMT solving can be used for not
only basic SAT solving, but also model checking, and program verification [24]. A noticable
use of SMT in automatic reasoning is Boogie, an ‘intermediate verification language’ that is
used in the translation of program written in a higher-level language, such as Dafny [59],
into a form that can be checked using theorem provers, which, by default, is Z3, an SMT
solver [1].

Many modern SMT solvers, including Z3 [65], CVC4 [10], and Yices [36], implement the
SMT-LIB standard, which specifies the syntax and semantics of the SMT-LIB language and
related logic theories[8], such as arithmetics, bit vectors, quantifiers, and, in more recent
versions, data structures [6]. The SMT-LIB language provides a way to formulate theories,
as well as to interact with the solvers. The language’s syntax is based on LISP’s S-expressions
[62], making it very easy for other programs to construct formulae in the language, and to
parse the output from a solver.

In our project, an SMT solver can be used to check the correctness of proof steps. For
example, consider the following proof:

1. AAnB Given
2. CAD Given
3. AAD Byl2

We wish to check the correctness of step 3, that is, to check whether or not the formulae
obtained in steps 1 and 2 lead to the formula in step 3. We can formulate this question as
checking the validity of the formula (AAB)A(CAD) - AAD.

To prove that a propositional formula is valid using an SMT (or SAT) solver, we can
instead ‘refute’ the negation of that formula [23], that is, to prove that the negation of that
formula is not satiafiable. We now need to determine the satisfiability of the formula —((A A

B) A(CAD) — A A D), which can be checked using the following SMT-LIB program:

;; Declare all propositions we are going to use
(declare-const A Bool)
(declare-const B Bool)
(declare-const C Bool)
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(declare-const D Bool)

;35 The formula
(assert (not (to (and (and A B) (and C D)) (and A D))))

;5 Tell the solver to check the satisfiability of the assertions
(check-sat)

After running the program, The SMT solver would give us the output “unsat’, telling us
that -((AAB) A (CAD) - A D) is not satisfiable, hence step 3 is correct.

If we use only natural deduction rules in this proof, then we would have two extra steps,
which we consider unnecessary for an immediately obvious proof. The use of an SMT solver
allows the omission of such proof steps, making proofs more concise, without sacrificing the
correctness of proofs.

2.3.2 Proof Assistants

Proof assistants, which are computer tools that help their users to write proofs, sit some-
where in between the two extremes. They often require their users to write detailed proofs,
but still offer some degree of automation to make the process easier.

Popular proof assistants include Coq [19], HOL /Isabelle [66], and Agda [14]. Proof as-
sistants usually set their basis upon some foundamental logic theories. Coq is based on the
calculus of inductive constructions [11] a dependent type system; Agda is also based on de-
pendent types, and is in fact a programming language that can be executed; and Isabelle is
based on Higher-order logic (HOL).

Due to the interactive nature of proof assistants, users often operate proof assistants ei-
ther through an IDE, such as the Coq IDE.[19] and Isabelle /jEdit [82] or through a text editor
enhanced with a plugin for the proof assistant, such as agda-mode, a plugin for Emacs [38].
There is also Proof General, which is a ‘generic tool” that supports multiple theorem provers

[3].

Tactics

Many proof assistants provide a set of “tactics’, which are instructions that tells the system
how to construct a proof. For example, if we want to prove “A — B’ in natural deduction,
our first reaction would be ‘let us make an assumption!” We can then tell our proof assis-
tant to ‘make an assumption’, without elaborating what assumptions it should make. Upon
receiving such an instruction, the proof assistant will then look at ‘A — B’, the goal of our
proof, and decide what assumption to make based on the form of our goal. In this case, the
proof assistant will make the assumption A, and change the goal of the proof to B. That s, to
prove A — B, we must prove B under the assumption that A is true. Other than that, we may
also tell the proof assistant to ‘apply the A-introduction rule’, or even “apply the induction
principle of natural numbers’.

Tactic systems can be considered as a way to automate the proving process, because they
allow the users of proof assistants to omit the details of each step when writing proofs, and
focus on the ‘strategy’ [49] of finding a proof. Some proof assistants also offer tactics that
constructs proofs fully automatically, such as auto tactic in Coq [19]. There have also been
attempts to use external SAT and SMT solvers (see 2.3.1) to implement automation tactics in
Coq [37] [2].
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However, since tactics often involve the transformation of assumptions and goals, it is
quite mentally burdensome to keep track of the state of proof. The finished proof is also
somehow opaque, as the intermediate states are not obvious without the use of an IDE.
Tactics systems also make proof assistants harder to learn, as the use must now learn the
tactic language in addition to a language used for proofs, which may be too demanding
[26]. The steep learning curve makes such proof assistants unsuitable for an introductory
course.

Example: Prove Theorem 2.1 Using Coq

We take Coq as an example, as it is very popular, and has a mature tactic system [26]. When

writing a proof, the Coq IDE will display a list of current subgoals to be proved, and a list

of assumptions that have been made. The Coq IDE also allows users to ‘step” through their

proof, to see how the use of an individual command changes the assumptions and subgoals.
In Coq [19], theorem 2.1 can be expressed as the following Theorem:

Theorem transposition (p: Prop) (q: Prop): (p -> q) -> (~q -> ~p).

The Coq IDE will then say
1 subgoals
p : Prop
q : Prop

(p>q —>~p->-~q

which tells us that there is one ‘subgoal” we need to prove, which is our theorem, written
below the horizontal line.

To prove the theorem, we need to first write ‘Proof.’, and write the body of our proof,
using Coq tactics, below ‘Proof.".

Proof.
intros.

Here, we have written an incomplete proof using the intros tactic. intros introduces
new assumptions automatically, In our case, the new assumptions introduced will be ‘p ->
q’ (which means ‘p - ¢’), and “~q" (which means ‘-q’).

Coq IDE will then give the following output:

1 subgoals
p : Prop
q : Prop
H:p->q
HO : ~ ¢q

The newly introduced assumptions are placed above the horizontal line. The formula ~p
(which means ‘-p’) at below the horizontal line is the current subgoal we need to prove.
The full proof would be:
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Theorem transposition (p: Prop) (q: Prop): (p -> q) -> (~q -> ~p).
Proof.

intros.

contradict HO.

apply H.

assumption.
Qed.

Once Coq tells us that there are ‘No more subgoals’, we know that we have proven ev-
erything we need to prove.

2.4 Logic Teaching Tools

A number of teaching tools have been developed in order to aid the teaching of logic such
as Pandora [15], and Panda [43]. Many of them are developed by universities and used in
their logic courses.

Such logic teaching tools often facilitate construction of proofs in a certain style, such as
natural deduction [15] and can check or even grade proofs automatically [83]. Some tools
also offer tutorials and guide to students. However, these tools often have limited proving
power. They tend to implement only proving of propositional and first-order logic theories,
which is only enough for introductory logic courses, but not sufficient for reasoning about
programs.

Pandora

Proof Assistant for Natural Deduction using Organised Rectangular Areas (Pandora) is a
tool for learning first-order natural deduction written in Java [15]. The tool is developed and
used at Imperial College and expresses natural deduction in the sequential ‘box” style (see
2.1.2). Pandora provides a graphical user interface for constructing proofs, a built-in tutor
system, and the capability to work ‘backwards’ from the goal. It does not support reasoning
about programs nor automatic proof checking, although both features were mentioned as
possible extensions in the original paper.

As a Java GUI application, Pandora depends on the Java Runtime which impedes its
usage on students” machines. The Java Applet version of Pandora, which could be accessed
through a web browser, is also no longer easily accessible as most modern browsers have
removed support for Java Applets [54], highlighting the need for educational tools to adapt
to the changes in UI technology.

iProve

iProve is a web-based proof assistant designed for teaching logic [50]. It supports proposi-
tional and first-order logic, as well as the reasoning of basic arithmetics. iProve provides an
online interface for building proofs using natural deduction using the ‘box” style (see 2.1.2).
Proofs in iProve are checked using Z3 (see 2.3.1), allowing intermediate steps to be omitted.
There is currently no support for reasoning about programs or induction of any kind. It also
supports usage of lemmas to streamline the proving process.

iProve was implemented as a modern web application, using the React JavaScript library
[71]. It requires no local installation, but needs an internet connection to run. The users
write proof steps on the web interface. The proof steps are then parsed and checked by the
73 solver in the backend.
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The Little Prover, the Little Typer, J-Bob, and Pie

The Little Prover is a book about proving properties of programs [41]. It is written by Daniel P.
Friedman and Carl Eastlund. Friedmand has previously co-authored a series of introductory
books on programming in LISP and Scheme, whose titles all begin with ‘the Little”. Books in
this series are structured as series of dialogues between two people, and introduces concepts
as the dialogue progresses. The result is an engaging and humorous tone and a very gentle
learning curve.

The Little Prover introduces J-Bob, a proof assistant written for this book [47], named after
] Moore and Bob Boyer, two pioneers of theorem provers. J-Bob is implemented in Scheme
and ACL2 [57]. Despite its relative simplicity, ]-Bob is capable of proving all theorems pre-
sented in the book. The book also provides a brief overview of other proof assistants for
interested readers to explore.

Also co-authered by Friedman, the Little Typer is an introductory book on dependent
types [40]. Following the same format as Friedman’s previous books, the book introduces
concepts aboud dependent types and shows how dependent types can be used to ensure
the correctness of programs.

Programs in the Little Typer are written in a Pie, a dependently typed teaching language
designed specifically for this book[48]. Implemented as a #1ang language in Racket [25], Pie
can be installed using Racket’s package manager, and requires Racket to run.
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EMMmYy
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Chapter 3

Overview of EMMmY

EmMmy is a proof assistant designed for teaching purposes. Users may express logic theorems
in Emmy, write proofs of the theorems using Emmy’s language, and ask Emmy to check the
correctness of their proofs.

Users can access EMmy via its online interface, where they can write and check proofs,
or use the command line application of Emmy.

The logic of Emmy is a variant of many-sorted first-order logic, capable of expressing
many important programming language features, including recursive functions and data
structures. This means that many common and useful properties about computer programs
can be formulated and expressed using EMmy’s logic. We develop the syntax of Emmy’s logic
in chapter 4.

Emmy supports a structured variant of stylised proofs. This makes proofs extremely flex-
ible in EMmy: the user can produce a very detailed proof, writing down every step in their
reasoning process, or they can write one single step to prove a complicated theorem, and
let EMmy to ensure that the proof is indeed correct. We describe the syntax of proofs and
supporting elements, such as function definitions and lemmas, in chapter 5.

To know whether or not a proof is correct, we developed an algorithmic definition of
the correctness of proofs. The full description, along with a formal definition, of the proof
checking algorithm is available in chapter 9.3.

Proof checking in EMmy relies heavily on external SMT solvers, which are tools that can
check the satisfiability of logic formulae automatically. This is why it is possible to write
correct proofs in Emmy without writing down every single step in the proof. The SMT solvers
we use implement the SMT-LIB Standard [8], which specifies the syntax and semantics of
the logics the SMT solvers support. By default, Emmy uses the Z3 theorem prover [65], but
it also supports the CVC4 theorem prover [10]. We describe how we use SMT solvers in
section 6.6.2, and the power and limitations of SMT solvers in section 9.3.

We implemented Emmy as a computer program, using the Racket language, and devel-
oped a web interface for accessing Emmy, written in JavaScript. We describe Emmy’s imple-
mentation in chapter 7.
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Chapter 4
EMmY’s Logic

EmMMmy uses a variant of many-sorted first-order logic, with quantifiers, uninterpreted func-
tions, and data structures, to express properties of programs. A large range of properties
regarding simple functional programs such as:

Theorem 4.1. reverse is its own inverse function
VI :List. reverse(reverse(l)) =1

can be expressed easily and clearly in Emmy’s logic.

In this chapter, we give a detailed, formal description of the abstract syntax of our logic.
We then give a brief description of the semantics of our logic, and a detailed description of
our treatment of inductive data structures.

4.1 Terms, Functions, and Types

Informally, a term denotes an object, which could be a person, a tree, or an integer. A function
is a mapping from one or more terms to a term. For example, we may use the function
symbol age to represent a mapping from a person to that person’s age, or use + to map two
integers to their sum.

Each term has an associated type !, which denotes what kind of object it is. For example,
if we use the term x to denote an integer in a mathematical expression, then x has type Int.
Functions also have types, which determines what should the types of their arguments be,
and what is the type that is being mapped to by the function. The age function, for example,
takes a term of type Person, and gives a term of type Int.

Formally, we adapt the definition of terms taught in the logics course [75], and define
terms as:

Definition 4.1. Term formation
Terms are formed according to the following rules:

* A constant with a type is a term. We consider integers to be constants, so integers
are terms as well, with Int as their types.

1 “Type’ here is the same as ‘sort’ in many-sorted logic. We chose the name ‘type’, instead of using the es-
tablished name ‘sort’, to reduce friction when expressing expressions in typed function programming in our
logic.
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* A variable with a type is a term.

e If f is a function that accepts terms of type 11, -+, T, as its arguments, and t1,---, t,
are terms with types 1, -, Ty, then f(ty,--, t,) is a term.

Terms formed according to the above rules are called well-formed terms.

Constants and variables are called atomic terms as they do not contain any subterms.

Notice that constants and variables must have types, otherwise they are not terms. A
function must also have a type. A function must be applied to the correct number of argu-
ments with correct types, in order to form a function application term.

In our logic, functions are not terms, which might be quite confusing for users who are
used to functional programming, where functions can be treated just like any other term.
This is due to the limitations in the underlying logic system, namely, the variant of many-
sorted first-order logic specified by the SMT-LIB Standard. Many other features that exists
in functional programming, including currying (partial application), and higher-order func-
tions, are also absent from our system.

In the future, we may add support for higher-order functions by defunctionalisation,
which we describe in section 10.1.

The meaning of each term and function is dependent on the structure of the program,
which is an interpretation of each term as an object in the underlying universe. In Emmy, we
do not bother much about the meaning of terms. We only allow users to declare terms, but
not to define them. Hence all terms, except integers, whose treatment are described below,
are uninterpreted.

Typing Statements and Contexts

We use the notation ‘t : 7" to denote the statement ‘term ¢t has type 7/, 'f : 7q--T, = ¢’ to
denote ‘function f takes arguments of types 11---7, and gives a term of type ¢’, and ‘7 :: Type’
to denote ‘T is a type.

Statements like the ones described above are called typing statements. The context is a set
of typing statements. When working out the type of a term, we consult the context to find
statements that could be used to determine the type of that term. The content of the context
might change as variables may be introduced by quantifiers. We refer to the context under
which the current operation is performed as the current context.

We denote a context by I'.

Term Substitution

Term substitution means replacing one term with another. It can be defined formally as:

Definition 4.2. Term substitution
We denote ‘substitude x by y in term ' by [y/x]t, where x, y can be any term.

[y/x]tzy When t = x
[y/x]t=t When t # x
[y/x1f (b1, tn) = f([y/x]tr, - [y /x]tn)
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We use term substitution when we check formula equivalence, which is in turn per-
formed when checking steps, and generating induction principles.

We denote a single substitution using the letter s.

Sometimes, we have a sequence S of substitutions (s1,:,5,). The semantics of applying
a sequence ot substitutions to a term is as below:

Definition 4.3. Semantics of sequence of substitutions

St2 51 (52 (~(s0 )

where S = (s1,52,*,5n)-

4.1.1 The Atom Type

In order to encode unsorted first-order logic into our system, we provide a type called ‘Atom’.
Every constant and variable in unsorted first-order logic will be given the type Atom when
translated into our logic.

Atomis declared implicitly by the Emmy. Users do not need to declare Atom by themselves.

4.1.2 Integer Terms and Integer Functions

As stated before, all integers are also terms, whose types are Int. We also provide addition,
subtraction, and multiplication as functions, which all have the type Int Int — Int. The Int
type, as well as the operations, are all defined implicitly, so the users do not need to define
them.

We do not provide division because integer division is not total: % is not an integer, and
5 is undefined.

4.1.3 Data Structures

A data structure is a type whose members can be ‘constructed” using a set of constructors. A
constructor of a data structure J can be either

An atomic constructor which is a constant of type J.
A constructor function which takes some arguments and returns a term of type J.

If a constructor function takes terms of type § as arguments, then it is also an inductive
constructor. Atomic constructors, and constructor functions that are not inductive, are called
base constructors.

We denote atomic constructors using 4, and other constructors using c.

We require that a data structure must have at least one base constructor. Otherwise, the
data structure is not well-founded, and we may not reason about it inductively. We will
discuss this requirement in detail in section 4.3.1.

We also require names of all constructors to be unique.

We use the typing statement

a1, n, €1 Ty T, v O Ty Ty,

to mean that
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® { is a data structure.
® g4,---,a, are atomic constructors of 4.

® 1, Cy are constructors functions of §, where c; takes n; arguments of types Tiyreor Ty, -

nj

We often denote the set of constructors by C, and write é :: C to mean that ‘4 has con-
structors C’.

Constructors are the same as other constants and functions for term formation purposes.
However, there are additional rules that restricts the ways in which constructors are inter-
preted, which we describe in detail in 4.3.1.

4.1.4 Typing Rules

We developed a system of typing ruels for determining the type of a specific term, as defined
below:

Definition 4.4. Term typing
There exists the following typing rules:

T:TypeeTl
— K-Axiom Su{-)el
Fl— T :: Type ———— K-Dara-Axiom
]."l—(S :: Type
FI—T..Type tiTEFT—AXIOM fio-t>0oel TFon
Fl—t:T rl_fiTl---Tn—>0'

T6:Type 6:Cel aeC

Fl—a:(S

FI—&::Type 6:2Cel' c:mq1€C
Fl—c:rl---Tn -0

T-Cons-ConsTt

T-Cons-Fun

1ﬂl_fzfl‘“Tn -0 rl_ie[l,n] ti: T
Th f(t,tn) o

xeZ
FI—x:Int

T-Aprp

T-Int

Where T’ |— t : T means that from the context I' we can derive the conclusion that
term t has type 7.

Term typing rules are also term formation rules. A well-formed term is a term that can
be typed, under some context, and vice versa.
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4.2 Formulae

A formula is a statement that is either true or false. It could be a proposition, such as ‘I am
happy’. It can also be the application of a predicate that describes the relation between some
objects. For example, we can say “x is greater than 10’, where ‘greater than’ is the predicate
that describes the relation between the two terms x and 10. Like a function, a predicates has
a type, that determines what are the types of the terms whose relations that the predicate is
describing. The simple statements ‘true” and ‘false” are also formulae, where the first one is
always true, and the second one is always false.

From existing formulae, we can construct new formulae using connectives, by saying ‘I
am happy, and x is greater than 10’, where ‘and’ is a connective that connects the two formula
we have alreaidy seen. Equality is also one possible relation between two terms, so “x is equal
to 10" is also a formula. We can also quantify over variables. For example, we may say ‘there
exist an integer x, such that x is greater than 10’, where x is being quantified. The resultant
statements constructes using connectives and quantifiers are also formulae.

Like terms, our definition of formulae is largely identical to the definition of many-sorted
first-order logic in the logics course [75]. We define formulae recursively as below:

Definition 4.5. Formula formation
Formulae are formed according to the following rules:

* A proposition P is a formula.
e Tand 1 are formulae.
¢ If ¢ is a formula, then its negation —¢ is a formula.

¢ If ¢; and ¢, are both formulae, then ¢; C ¢, is a formula, where C is one of the
binary connectives: A v - << -

e If ¢ is a formula, ¢ is a term name, and 7 is a type, then Q t : T.¢ is a formula,
where Q is one of the quantifiers: V 3

e If P is a predicate that accepts arguments of types 1y, -, T,, and ¢y, ---, t, are terms
with types 14, -+, T;;, then P(ty,---,t,) is a formula.

e If t; and f; are both terms of the same type, then t; = t; is a formula. We also
consider a formula in this form to be the application of predicate = to arguments
t1, to.

Formulae formed according to the above rules are called well-formed formulae.

As in many-sorted logic, we require all quantifications to specify the type (sort) of the
term quantified. Quantified formulae can be translated from unsorted first-order logic by
using Atom as the type of all quantified terms, such that

Vx.p

becomes
Vx: Atom.¢p

Notice that the above definition of formula formation mentions term typing statements
like ‘T is a type’. The meaning of such statements are defined in the previous section. When
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checking whether or not a formula is well-formed, we must also check whether or not the
terms it mentions are well formed and have the correct types, and whether or not the types
it mentions are types as well.

Term Substitution (in Formulae)

Similar to term substitution for terms, we define term substitution for formulae as below:

Definition 4.6. Term substitution
We denote ‘substitute x by y in term t’ by [y/x]t, where x, y can be any term.

[y/x]T=T
[y/x]1=1
[y/x]P =P
[y/x]P(t1, - tn) = P([y/x]t1, -+, [y/x]tn)
[y/x]-¢ = -[y/x]¢
[y/x](¢1 C ¢2) = [y/x]¢1 C [y/x]¢2

[y/x]Qt:T.¢2Qt:T.¢ When x =t
[y/x]Qt:T.¢p=Qt :T.[y/x][t'[t]p Wheny =t, x + ¢
[y/x]Qt: 192 Qt:T.[y/x]p Wheny #t, x # t

where C is one of the binary logic connectives, Q is either V or 3, and #' is fresh.

Term substituion in formulae is used when checking the equivalence between formulae,
and when generating induction principles.

We define application of a sequence of substitutions to a formula in the same manner as
definition 4.3.

Equivalence

Informally, two formula are equivalent if we can rename bound variables in one formula so
it would become the same as the other. We define formula equivalence formally as:

Definition 4.7. Formula equivalence
The relation =g, ‘formula equivalence’, between two formulae, is defined as:

T=fpT
1=l
P=pP
P(ty, - tn) =p P(t1, -, t;,) < Vie[l,n]t; =t
~¢=f~¢ < P=p¢’
¢1 C ¢2 = ¢1 C ¢3 < ¢1 =p §1 A P2 =F ¢3
Qt:Tp=pQt :7.¢' < [t'/t]p =p ¢

where C is one of the binary logic connectives, and Q is either V or 3.

From the definition, we obtain the following theorem:
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Theorem 4.2. Formula equivalence is weaker than logic equivalence
If ¢1 =p ¢ is true, then ¢; < ¢» is true.
However, even if ¢3 <> ¢4, ¢3 =f ¢4 is not necessaily true.

The first property can be proven by induction on the definition of =¢. The second can be
proven by finding an counter-example: AAB < BAA,but AAB = BAA.

We use =p when we want to quickly check whether or not two formulae are equal except
for the naming of bound variables. We will describe and justify the usage of =f in detail in
section 6.6.1.

4.2.1 Equality

We have a predicate = that stands for the equality of two terms. However, unlike other
predicates, which can only accept arguments of certain types, as they are defined, = can
accept any pair of terms with the same type.

4.2.2 Integer Predicates

We provide four integer predicates: < ‘less than’, > ‘greater than’, < ‘less than or equal to’, and
> ‘greater than or equal to’. They all accept two integers as arguments, and are interpreted
in the obvious way.

4.2.3 ‘if’ Expression

We define ‘if, a shorthand notation for terms whose values depends on some conditions,
as below:

Definition 4.8. Term formation [Extends definition 4.1]

If ¢c is a formula, and t;, t¢ are terms of type 7, then if(¢c, t, ts) is a term of type
T.

A term of this form is called an 1 f expression.

Which gives the following typing rule:

Definition 4.9. Term typing [Extends definition 4.4]
TuTypeel  ¢cisaformula Fl—tt ' T Fl—tf:T
Tl if(gc titr) T

Ir-Expr

Intuitively, the value of if(¢c, ts,t f) is t; if ¢c is true, and ¢y if ¢c is false. We do not
define the semantics for if expressions like this. Instead, we define the following syntactic
equivalence:

Definition 4.10. if expression
If formula ¢ contains ¢ as a subterm, and

t= if((,bc, ts, tf)
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for some formula ¢, and terms t;, t f of the same type, then ¢ is equivalent to

¢c = [t/tlp A —pc — [tr/t]P

Which leads to the following theorem:

Theorem 4.3. Semantics of if expressions
The if expression if (¢, ts, t f) is equivalent to ¢, if ¢¢ is true, otherwise, it is equivalent
tot f-

This is useful in the definition of functions. For example, we can define abs, which return
the absolute value, by the following formula:

Vn:Int.abs(n)=1if(n<0,-n,n)
which is equivalent to
Vn: Int.[(n <0->abs(n)=-n) A (-n<0-> n)]

Notice that by definition 4.10, nested ‘if” expressions are also valid, and can be used
to define functions with more than two cases, such as fib, which returns the xth Fibonacci
number:

Vx: Int.[-x <0 fib(x) =
if(x=0,0,if(x=1,1, fib(x - 1) + fib(x - 2))]

which is equivalent to

Vx: Int.[—|x <0—>
(x=0- fib(x)=0) A
(-x =0 fib(x) = i£(x = 1,1, fib(x 1) + fib(x - 2))) ]
and

Vx: Int.[ﬁx <0-
(x=0- fib(x) =0) A
(ﬁx =0-
(x =1- fib(x) = 1) A
(~x =1 fib(x) = fib(x~1) + fib(x~2)))]

4.2.4 Induction Marker

Sometimes, some formula ¢ cannot be proven directly by the underlying SMT solver, but
can be proven if we perform induction on ¢, and break it down into an inductive principle ¢’,
which entails ¢.

We need a way to mark these formulae, so that the tool knows where induction should
be performed. We thus define induction markers as below:
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Definition 4.11. Formula formation [Extending definition 4.5]
If ¢ is a formula, then J(¢) is a formula.
We call such formulae induction markers.

If we have some formula ¢, and we want to prove it by induction, then we may write
J(¢) instead of ¢, and the induction will be performed when J(¢) is checked.

We will define induction in definition 4.14. We will also define an Unfold function,
that transforms formulae in induction markers to corresponding induction principles, in
definition 6.31.

We treat J(¢) and ¢ as the same in definitions. That is, if we have defined something for
¢, then the same definition also applies to J(¢). The only exception is the Un fold function,
which explicitly deals with induction markers.

We also extend the definition of =f by:

Definition 4.12. Formula equivalence [Extends definition 4.7]

J(P)=r ¢

4.3 Semantics of EMmY’s Logic

Like normal many-sorted first-order logic, the semantics of our logic depends on an un-
derlying universe, which contains numerous objects. The meaning of a statement (formula)
in our logic depends on how it is interpreted in the underlying universe. Generally, under
a certain interpretation, each term in our logic maps to one of the objects in the universe,
each function, applied to correct arguments, returns one of these objects as well, and each
predicate is maps to a relation between objects of corresponding sorts in the universe.

We do not define the universe and the interpretation by ourselve. In EmmyEmmyfunctions
2, and predicates can only be declared, not defined, thus their interpretation are not specified
in our logic. Rather, we depend on the SMT solver underlying our system for constructing
the universe and interpreting terms and formulae.

4.3.1 Semantic of Data Structure Constructors

While we treat constructors as functions and terms for the purpose of term formation, we
must impose some restrictions on the ways in which they are interpreted. Consider the
declarations

Nat :: Type
z : Nat
s:Nat — Nat

whice declares the type of natural numbers, the natural number zero, and the successor
function, that is supposed to map each natural number to the ‘next’ one.

2 such that ¢ = P(t1,-,tn), and We do have function definition, but it is only a syntactic sugar that gets
translated into a logic assertion.
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The problem with the above declarations is that they say
nothing about the interpretation of term z and function s. We ZQ
could intreprete them in, for example, the universe depicted
by figure 4.1 a, where z is the only natural number, and the (a) A lonely universe.
‘successor’ function merely maps it back to itself. Similarly, if
we have define a tree data structure as above, we may have
‘branch’ constructors that maps subtrees back to themselves,

Z®

et cetra. s(z)

A set of axioms is thus needed to ensure that a certain data s(s (:}‘
structure is interpreted as we expected. If we add Peano’s sixth \,
and seventh axioms [68]:

Vx:Nat.Vy: Nat.[x =y < s(x) = 5(y)] (6) (b) A universe with infinitely
many natural numbers.

Vx :Nat.[s(x) # z] (7)
. ) i ) Figure 4.1: Two universes
to the above definitions, then we would obtain a universe like
the one in figure 4.1 b, which is correct.

Axioms like these are needed for all data structure constructors. We require that con-
structors abide the five properties proposed by the authors of Dafny [59], namely,

1. Constructors are injective.
Different constructors produces different values.
All data structure values are constructed using constructors.

Data structure values are partially ordered.

A

The order is well-founded.

The first three properties ensures that constructors in our logic work in the same way
constructors in functional programming languages work. The last two are required for us
to perform structural induction on them.

We define the order as below:

Definition 4.13. Data structure order
If the constructor c of data structure ¢ takes arguments of type 7y, -+, 7, and t1, -+, t,,
are terms of corresponding types, then for alli € [1,n], if ; =, then t; < c(t1, -+, tn).

Itis obvious that the base constructors construct the minimal elements in the order, since
they take no arguments of the type of the data structure, they cannot construct a term that
is greater than any other term. Since we require all data structures to have at least one base
constructors, the order is indeed well-founded for all data structures.

The well-founded ordering of a certain data structure is closely related to well-founded
structural induction over that data structure: the minimal elements in the ordering, which
are the non-inductive constructors, form the base cases in the induction, while inductive
constructors form the inductive steps. The well-foundedness of the ordering is crucial: we
rely on this property in our proof of the correctness of induction, in section 8.1.

Since we have defined the well-founded order for all data structures, we can perform
well-founded induction over them. The induction principle for an induction over a certain
quantification over a data structure can thus be defined as:
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Definition 4.14. Data structure induction principle

For a context I' such that I’ I— 0 = C, that is, the data structure 6 has C as its set
of constructors, and formula ¢, we define InductionPrinciple, the function that maps a
quantification over a data structure to its induction principle, as:

InductionPrinciple(T,Vt: 6.¢) =

Al/den A [Yh e T A (T = 8 [6/19)
e e - [e(t, )19

We will see how induction principles are used in section 6.4.4 ,and 6.6.2.

4.4 Translation into SMT-LIB Logic

Since we use SMT-LIB compliant solvers to check the proofs, we need to develop a way to
translate terms and formulae in out logic into corresponding terms in SMT-LIB logic. Trans-
lation of types, functions, and constants are mostly straightforward: types are added to the
signature as sorts, functions and their type are translated into ranked function symbols, which
are function symbols associated with sequences of sort symbols [8, p. 46], and added to the
signature, and constants are added to the signature as ranked variables, which are variable
symbols associated with their sorts [8, p. 46].

In SMT-LIB logic, formulae are terms of Bool sort. Our propositions are thus translated
to constants of Bool sort, and predicates becomes functions from the sorts of their arguments
to Bool. We do not need to translate connectives as they are included in SMT-LIB theories
we are using.

We define the translation formally in definitions 6.32, 6.33, and 6.34.

4.4.1 Translation of Data Structure Constructors

One way to translate data structure constructors is to translate the constructors to normal
terms and functions, and generate appropriate axioms for them. This approach is employed
by Dafny: its authors proposed five data structure properties, which we described in section
4.3.1, and Dafny axiomatises the first, second, and fourth properties, while achieving the
tifth (well-foundedness of odering) by ‘enforcing’ the ‘stratification” of data structures.

However, we choose to delegate this task to the underlying SMT solver, by directly
declaring the data structures when consulting the SMT solvers, so that the solver can en-
force these properties for us. We do it this way for the following reasons:

* The SMT solvers already have ways of ensuring the correct construction of recursive
data structures. Doing it by ourself by extracting all axioms add unnecessary com-
plexity to our proof-checking procedure.

¢ The SMT solvers underlying our system do not seem to handle instantiation of uninter-
preted sorts (types) well, causing them to fail when working with quantified recursive
data structures defined using terms and functions, even when axioms are supplied.
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EMmy Programs

Proofs in EmMmy are written in a variant of the ‘stylised” proof format, discussed in section
2.1.3: there is a sequence of steps, where each step follows from some previous steps or
facts. The semantics of our proofs are similar to stylised proofs. However, our proofs are
more structured. The lifetimes of assumptions and introduced variables are syntactically
indicated, which is more similar to ‘box” style proofs.

For example, the following proof of theorem 4.1

Proof. Show:

V1 :List. reverse(reverse(l)) =1

Proof:

By induction.

Base Case Show reverse(reverse(nil)) = nil
Proof: By definitions of reverse and append.

Inductive Step Take some [ : List, such that reverse(reverse(l)) = I. Take arbitrary x :
Integer. Show reverse(reverse(cons(x,l))) = cons(x,1).

Proof: By definitions of reverse and append.

can be written in the abstract syntax of Emmy as

(VI :List. reverse(reverse(l)) =1,
(3(L, VI : List. reverse(reverse(l)) =1,
(O,
reverse(reverse(nil)) = nil,
(S(1, reverse(reverse(nil)) = nil, {r-n,r-c,app-n,app-c}))),
(((I:List,reverse(reverse(l)) =1),(x: Int,T)),
reverse(reverse(cons(x,1))) = cons(x,1),

(8(2, reverse(reverse(cons(x,1))) = cons(x,1),{r-n,r-c,app-n,app-c})))))))

whose structure corresponds to the structure of the stylised proof we have written above.
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Apart from proofs, we also need ways to define functions like reverse, declare data struc-
tures like List, and provide useful lemmas when needed. The combination of all the proofs,
declarations, definitions, and lemmas, is called a program.

In this chapter, we describe how programs are represented in Emmy. We specify the
abstract syntax of EMmy programs, and describe the relation of elements in our programs to
other proof systems and programming languages.

We will give a full description of the semantics of the programs, that is, how is the correct-
ness of proofs determined, in the next chapter. We have also included the concrete syntax
of Emmy in appendix D.

5.1 Declarations

Types, functions, predicates, and constants must be declared before they can be used in
proofs. The declarations of types, functions, predicates, and constants are typing statements,
denoted using notations introduced in the previous chapter.

Declarations are written in declaration sections, so they cannot be interleaved with proof
steps. Variables, which are introduced by quantifiers, are ‘declared’ by the respective quan-
tifications.

Formally, we define declaration section as:

Definition 5.1. Declaration section
A declaration section is a sequence of typing statements.

Declarations made in declaration sections are added to the context when checking proof
steps.

5.2 Proofs

Intuitively, a proof is a sequence of steps that leads to a result, which, ideally, is our goal. It
represents the process through which a goal an be obtained, where each step represents one
‘milestone” in the proving process.

Formally, we define a proof as:

Definition 5.2. Proof
A proof is a pair
<‘PG1 H>

where

* ¢¢ is the goal of the proof, which is a formula whose validity we are trying to
prove.

¢ IIis asequence of proof steps. The formula in the last step should be the formula
of the goal.

5.2.1 Proof Steps

Proof steps are ‘tagged” products that mark ‘steps” in the proving procedure. We label the
type of each step by putting BLACIKBOARD BOLD letters in front of the step.
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Simple Step

A simple step is a step where an intermediate formula is proven to follow from some previ-
ous steps. For example, if we have

1. AAB Given
2. A By 1
3. AvC By?2

then ‘A By 1" would be a simple step in which we prove that the intermediate result A follows
from step 1.

We give a number to each step, so that a step may be referenced by other steps in the
same proof as the other steps’ justification.

Formally, we define a simple step as:

Definition 5.3. Simple step
A simple proof step is a tagged triple

$(i,9.])
where
* iis the number of the step.
* ¢ is the formula that is proven true in this step.
e | is a justification of this step. It is either

— Given
— Tentative

— A set of step numbers.

The step number i of a step is not necessarily the same as the index of the step in the
sequence containing it. We require that the step number i is unique within each proof.

We use ¢; to denote the formula in step i, and J; to denote justification for step i. The step
with number i can be similarly denoted as ;.

Assumption

We often make assumptions when proving. In the following proof, we assume A A B, and
prove that A follows from A A B, hence we obtain A A B — B at last:

1. | AAB Assumed
A By 1
3. AAB—>A By2

We put everything in the box in the above proof into an assumption step, including the
assumption we made, and the subproof that is proved under that assumption. We define
such a step as below:
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Definition 5.4. Assumption Step
An assumption step is a tagged triple

A(i, ¢, 11)
where
* iis the number of the step.
* ¢ is the formula that is being assumed.

e Il is the subproof made under the assumption that ¢ is true. It is a sequence of
steps which can use ¢ as a justification.

Similarly, we can denote the subproof in step i as I1;.

Variable Introduction

When working with first-order proofs, we often introduce variables to be used in subsequent
steps. We introduce the variable by giving it a name and state its type. We also give it a
scope, or lifetime, in which it is declared, which is represented by a box in ‘box” style natural
deduction.

A variable introduction and the subproof that involves the introduced variable is defined
as below:

Definition 5.5. Introduction step
An introduction step is a tagged triple

I(i, t: T,11)
where

* iis the number of the step.

e t: Tisthedeclaration of the introduced variable, where f is the name of the variable,
and T is its type.

e I1is the subproof within which the variable is available.

Sometimes, we also make an assumption about the variable introduced, by saying ‘take
an integer x, such that x > 10". Such step is defined as:

Definition 5.6. Introduction with assumption step
An introduction step with assumption is a quadruple

TA(i, t:7,¢,11)
where

* iis the number of the step.
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e t: Tisthedeclaration of the introduced variable, where t is the name of the variable,
and 7 is its type.

* ¢ is the formula that is being assumed, it can contain free t.

e I1is the subproof within which the variable is available.

It can contain ¢.

Induction Steps

When we perform induction over either a recursively declared data structure, or a recursive
function definition, we wish to structure our proof in a way that resembles the induction
principle. We want to state our goal, list all base cases and their proofs, as well as all induc-
tive steps, their induction hypotheses, and their proofs.

We define induction step to reflect the structure of induction:

Definition 5.7. Induction Step and induction cases
An induction step is either a tagged triple

3(i, ¢, C)
that performs induction over a data structure, or a tagged quadruple
3(i,14,¢,C)
that performs induction over a function definition, where
¢ iis the number of the step.
* iy, if exists, is the name of the function definition we want to perform induction on.
* ¢ is the formula that is being proven by induction.
* Cis a sequence of induction cases.

where an induction case is a triple

(H, ¢, 11)
where
* H is a sequence of induction hypotheses made for this case.
* ¢¢ is the goal proven in this case.

e I1is the subproof under the assumptions.
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where an induction hypothesis is a pair
(t:7,¢n)
where
e {: T is the declaration of a variable introduced for this induction case.

* ¢p is an assumption we make about the introduced variable.

If we do not make any assumptions about a variable introduced in a case, we just trivially
assume T.

Each induction step is one single unit that proves an inductive property. Each case
should only prove one base case or inductive step in the induction principle.

Notice that in order for the proof checking algorithm defined in section 6.4.4 to be correct,
the goal must satisfy certain properties:

¢ If the step performs induction over a data structure, a valid goal must be a universal
quantification over a data structure. That is, the goal must have the form Vt : J.¢,
where ¢ is a data structure.

¢ If the step performs induction over a function definition, a valid goal must be a se-
quence of universal quantifications and implications with an induction marker inside.
That is, a valid goal must be either

- J(¢), an induction marker, or
- Vt:T.¢g, where ¢ is also a valid goal, or

- ¢ - ¢, where ¢ is also a valid goal.

Equalities Steps
Very often, we write stylised proofs with ‘chained” equalites that looks like:

Proof.

(1) to=t from R,
(2) =t from R;
(3) =13 from Rj
(n) =ty from R,

O]

in which we prove that t = t;, and that t; = ¢;, and so on, and eventually we prove
ta-1 = ty, which, by transitivity, proves that t = t,,. It is equivalent to the following stylised
proof:

Proof.

(1) th=1 from R;

44



5.2. PROOFS Chapter 5. Emmy Programs

(2) to =1 from R2 (1)
(3) to =13 from R3 (2)
(n) to =ty from R, (n-1)

To formulate it in our syntax, it would become something like:

($(1,t9 = t1, {Ry1}),
$(2,t0 = t2, {R2 1}),
$(3,to = t3,{R3 2}),

S(n,tg=ty, {Ry (n-1)}))

which is very cumbersome, especially when written in the concrete syntax.
Therefore, we define a shorthand notation that proves a chain of equalities in one single
step, as:

Definition 5.8. Equalities step
An equalities step is a tagged triple

E<1/ to, E)
where
¢ iis the number of the step.

* tois the initial term. We will show that the initial term is equal to some other term
in this step.

* Eis a sequence of equalities.

Where an equality is a pair
(ti, Ji)

where

e t; is the term in the ith equality.

e J; is the justification for the ith equality.

Using an equalities step, we may write the above proof as one step

(E(1, to, ((t1, {R1}), (t2,{Ra}), (t3, {R3}), -, {tn, {Ru}))))

in which we prove that ¢y = t,.
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5.3 Lemmas

A lemma is a theorem that is useful when proving other theorems. Proving the lemmas each
time we need them is tiresome, so we allow users to ‘declare’ a set of lemmas, which can
be used in proofs without having to be proved. Thus, a lemma is similar to a simple step,
except that a lemma does not need any justification: it is assumed to be true.

A single lemma is defined as:

Definition 5.9. Lemma
A lemma is a pair

(i, ¢)

where
e | is the number of the lemma.

* ¢ is the formula of the lemma.

We require that the number of lemmas to be unique across the entire program, and that
no step has the same number as a lemma.
And a lemma section is defined as:

Definition 5.10. Lemma section
A lemma section is a sequence of lemmas.

We can treat a lemma section as a syntatic sugar: declaring some lemmas is the same as
putting all lemmas at the beginning of each proof, as steps that are ‘Given’ to be true.

5.4 Definitions

In declarations, functions are declared, not defined, meaning that we do not impose any
restriction on the interpretation of functions when we declare them. We now define function
definition, a way to give the functions meanings, as:

Definition 5.11. Function definition
A function definition is a triple
<i, tl P 1’)

where
e i is the number of this definition.
e 1, is the left-hand-side (LHS) of the definition.
* The term r is the right-hand-side (RHS) of the definition.

We require all variables that appear free in r to also appear free in t;. We also require
all variables in t; to be distinct from all other variables anywhere in the program.
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We also require all terms and their subterms on the LHS to be either variables, con-
stants, or function applications, and that all but the outermost function application on
the LHS to be constructor functions applied to arguments.

The requirement that variable names are distinct is needed to prevent shadowing of vari-
able names. In the implementation of the proof checker, we replace all variables on the LHSs
by fresh variables before using the function definitions in checking proofs.

The reason for our second requirement is to make function definitions in out language
similar to function definitions in Haskell.

For example, the following definitions of function s:

sx=x+1 s(x)=x+1

can be written as:
(f-def,s-def,s(x),x+1)

We then define the definition section:

Definition 5.12. Definition section
A definition section is a sequence of definitions.

Definitions are semantically similar to lemmas: they are theorems whose truth we take
for granted.

5.4.1 Definition with Cases

In a programming language, we may define a function as below:

f x :: Int -> Int

fx | x==-1 =0
| x == 0 1
| otherwise = 2

The definition of function definitions cannot define anything equivalent to the above
definition of £. We must provide a way to express different cases:

Definition 5.13. Function definition [Amends definition 5.11]

r, the right-hand-side of the definition, should be a either a term, or a non-empty
sequence of pairs (¢c, t,), where each pair is called a case. The formula ¢ in each case
is the condition of that case, and the term ft; is the body of that case.

We require that all variables that appears free in r to appear free in t;.

We require that the cases are exhaustive, which means that the disjunction of all cases’
conditions is valid.

The requirement that cases are exhaustive means that for all argument values, there is
at least one case whose condition should be true. We develop a formal definition for case
exhaustion in section 6.2.1, along with a procedure to check the exhaustion of cases.

Using cases, the function f can be defined as:

(f-l,f(x),((x =-1, 0>
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(x=0,1)
(T,2)))

which means thatwhen x = -1, f(x) =0,if x = 0, f(x) = 1, and if none of the above conditions
are met, then f(x) = 2. The above definition is complete because T, the condition of the last
case, will always be true, therefore there will always be a case whose condition is true.

In the concrete syntax, we allow ‘otherwise’ as an alias for ‘7" as a case’s condition,
because in Haskell, otherwise is defined to be the same as True [21].

Notice that having exhaustive cases does not mean that the function returns a result for
all possible arguments. For example, the following Haskell function

endless x :: Int -> Int
endless x | x <0 =0
| otherwise = 1 + endless (x + 1)

has exhaustive cases by our definition, but does not terminate when applied to a non-negative
integer. We discuss the ramifications of non-terminating functions in section 8.2 and 9.4.

If f(x) does not terminate, we say that f(x) is undefined. Any formula that contains f(x)
would be meaningless.

5.4.2 Induction over Function Definition

When reasoning about the property of recursive functions, we can perform induction over
the definition of such functions [27]: a recursive function should have a case without any re-
cursive calls, which serves as our base case in the induction, and then the cases with recursive
calls become inductive steps in the induction. We first prove that the propertu for the base
cases, then, in a inductive step, we assume that the property holds for all values returned
from recursive calls, and prove the property for that case.

An Example
For example, say we have the following definition of function f:

Flx,y) - 1 if x -y > 100
Y= (x+y)* f(x+10,y-10)  otherwise

And we want to prove the property:
Vx:Int.Vy:Int.P(f(x,¥y)) (5.1)

Induction on integers does not help much. What we can do instead is to prove the fol-
lowing induction principle:

Vx:Int.¥y: Tnt.[(x -y > 100 > P(1)) (5.2)
A

Vr:Int.(x -y <100 > r = f(x+10,y - 10) A P(x) - P((x +y) * r))]

which implies
Vx:Int.Vy:Int.Vz:Int.[f(x,y) =2 - P(z)] (5.3)
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From the definition of f, we know that the value of x —y increases in each recursive call,
therefore, f always terminates, and we have

Vx:Int.Yy:Int.3z:Int.f(x,y) =2 (5.4)

From 5.3 and 5.4, we could prove 5.1, the original property. Notice that if f does not
terminate, then 5.1 cannot be proven.
For non-terminating functions, the situation is more tricky. Consider function g:

(x) = 0 ifx<0
8= g(x+1)  otherwise
And property:
Vx:Int.Q(g(x)) (5.5)
Then, the induction principle would be:
Vx:Int[(x<0—>Q(0)AVr:Int[x>0 A r=g(x+1) > Q(r)]] (5.6)
which implies
Vx:Int.Vr:Int.[r=g(x) - Q(r)] (5.7)

However, property 5.7 does not imply 5.5, because for some values of x, g(x) is unde-
fined, and for such values, Q(x) is meaningless.
In general, induction over function definitions proves some formula that looks like

Vi TV s T V0 [f(f, o tn) =7 = R(t, o b, 1) | (5.8)
instead of
th : Tl.---vtn : Tn.R(tl,"', tn,f(tl,"', tn)) (59)

which is stronger than 5.8 [27]. Notice that Formula 5.9 follows from 5.8 if f terminates.

Generation of Induction Principle

To begin, we define Callst, which extracts all calls to a certain function in terms, and Callsr,
which extracts calls from formulae, as:

Definition 5.14. Extraction of calls from terms and formulae

Callst(f,c) =@ if c is a constant
Callst(f,c) =@ if v is a variable
Callst(f, f'(tr, - tn)) = {f'(tr, tn) } if f = f'
CallsT(f,f’(tl,---,tn)) = U ClZZZST(f, ti) iffi—f’
ie[1,n]
Callsp(f,P) = o P is a proposition

Callsg(f,—¢) = Callsg(f,¢)
Callsp(f,¢1 C ¢2) = Callsp(f, 1) uCallsp(f,¢2)  Cis a binary connective

Callsp(f,Qt: 7 ¢) = Callsp(f,¢) Q is either V or 3
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CﬂlllS]:(f,p(tl,"-,tn)é U CallsT(f,ti)
ie[1,n]

Callsp(f,t1 =t2) = Callst(f,t1) uCallst(f,t2)

Callst(f,t) returns the set of all unique calls of f in term ¢, and Callsg(f,¢) returns all
unique calls of f in formula ¢. For example, we have:

Callsp(f, f(x) +8(x) < f(x) + f(10+x)) = {f(x), f(10+x)}

Notice that if the same function call occurs twict in a formula, Callr will only return one,
as there is only one unique call.

We use Callp(f, ) to find the arguments supplied to calls of f in ¢. We substitute the
arguments when generating the induction hypotheses.

We then define the function FunctionInductionPrinciple, which generates the induction
principle for a formula from the definition of a function, as:

Definition 5.15. Function Induction Principle

FunctionInductionPrinciple(T, (i, f (t1,--, tn),C), ¢p) =

/\ CaselnductionPrinciple(T,C;)
ie[1,C]

where C, the cases in the function definition, is a sequence of at least two function cases,
|C| is its length, and C; is the ith case.
We define CaselnductionPrinciple as:

CaselInductionPrinciple(T, (¢;, b)) =

S¢ ()bi N . [1/\ 1](—|S¢ (f)]) nd [54) bl/t(p](,b If |CallsT(f,bi)| = 0
je[1,i-

CaselnductionPrinciple(T, (¢;, b;)) =

vrio[Sypin A (=Sp ¢)) If |Callst(f, bi)| =1
je[1,i-1]

— (Sp [r/tg) @ AT =Sy ty =[Sy [r/t:] bifty] $)]
where
. Fl—f ST Ty > O
e ris fresh.
o {to} ={f(t, -~ tn)} = Callse(f, ¢).
o {tr} ={f(t],t])} = Callst(f,b;).

and S, and S;, are sequences of substitutions such that

Sp = ([t1/t1], -+ [tn/ta])
Sp=([Sp t1/S¢ t1],+ [Sp t,//Sp tn])

We require that [Callsp(f,¢)| = 1.
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We only define FunctionInductionPrinciple for function definitions in which no more
than one unique recursive call occurs. In addition, we require that exactly one call to the
function occurs in the formula, that is, |Callsg(f,¢)| = 1. This is because when there are
multiple calls, the generation of induction principle becomes very complicated, and that if
there is no function call in the formula, then there is no point performing induction. By
‘unique recursive call’, we mean the application of the function over whose definition we
perform induction to the same set of arguments. For example, in f(x) =1+ f(x-2) + f(x -
2), there is only one unique recursive call, while in fib(x) = fib(x —1) + fib(x - 2), there are
two.

Also, we only define FunctionInductionPrinciple for function definitions with cases, as
if there are no different cases, then there is either no need for induction because there is no
recursive call, or the induction will not be well-founded as there is no base case.

We will prove the soundness of induction over function definitions in section 8.2.

Function Induction Markers

To perform function induction, we can use an induction step. We then need a way to denote
the places where we wish to apply the induction principle, and the name of the function
definition with regard to which we generate the inductive principle. We thus extend our
existing definition of induction markers (definition 4.11) as below:

Definition 5.16. Formula formation [Extending definitions 4.5 and 4.11]
If ¢ is a formula, and i is the number of a function definition, then J*(¢) is an induc-
tion marker.

Like the induction markers we defined in definition 4.11, we treat J'(¢) and ¢ as the
same in definitions, excepct in the Unfold funcfcion.

The formula ¢ inside the induction marker J'(¢) is what we apply the induction principle
to.

We will discuss when the induction is performed in section 6.6.2.

Example of Function Induction Principle Generation

As an example, consider the following function definition, adapted from proof of theorem
B.21:

'(i,j,cnt,acc) ={ ¢ pen >
g (1,7, cnt, "\ ¢'(i,j,1+cnt,j+acc) otherwise

which can be expressed in our language as:

d = (gp-d,¢'(i,j,cnt,acc), ({cnt > i, acc)
(1,4'(i,j,1+cnt,j+acc))))
Now, if we want to prove the property
Vx:Int.Vy:Int.Vent: Int.Vace: Int.[ (5.10)
P(x,y,cnt) - ¢'(x,y,cnt,acc) = (x —cnt) »y + acc]

under some context I' that would type g’ correctly, we must perform induction on the defi-
nition of ¢’: simple induction on integers does not work here.
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First, we use an induction marker to mark the part of the formula that we want to prove
inductively. In general, we put the induction marker inside all quantifications:

Vx:Int.Vy:Int.Vent: Int.Vacc: Int.[ (5.11)
38°4(P(x, y, cnt) - §'(x,y,cnt,acc) = (x —cnt) »y + acc)]
We then generate the induction principle for the formula inside the induction marker.

FunctionInductionPrinciple(T’,d, ¢) =
[P(x,y,cnt) - (x>cnt - acc=(x—cnt)*y+acc)]
A
Vr: Int.[T/\ -cnt > 1
(P(x,y,cnt) > r=(x—(1+cnt)) xy+(j+acc)) n r=g'(i,j,1+cnt,j+acc)

—

(P(x,y,cnt) —» r=(x—cnt)+y+ acc)]

What we need to prove now is the two induction cases, whose conjunction implies ¢.

5.5 Program

We have already defined ‘declare’, ‘proof’, ‘lemma’, and ‘definition” sections. Now, we may
finnally define formally programs: they are sequences of sections.

Definition 5.17. Program
A program is a sequence of sections, which can be either declare, proof, lemma, or
definition sections.
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Chapter 6

Proof Checking

In the previous chapter we have described the syntax of EMmy programs. EmMmy takes such
programs as inputs, and check the correctness of them, or, more specificly, the correctness
of the proofs in these programs.

In this chapter, we describe how the correctness of proofs is defined, define the algorithm
with which the correctness is checked, and explain how our system utilise external SMT
solvers when checking proofs. We also present some possible alternations to our semantics
and evaluate their values.

Entailment, Informally

In this chapter, we very often use the notation

r/A/(Pl;”'/(Pn I_ (PC
which is called an entailment. Informally, the meaning of the above entailment is

Under the context I', and the function definitions A, the formulae ¢1, -+, ¢, entails
¢c. That is, if ¢q,---, ¢, are all true, then ¢, is true.

The formulae ¢y, -, ¢,, which are to the left of the turnstile (I—) are the premises of the
entailment, and ¢, the formula to the right, is the consequence of the entailment.

We develop a formal definition of entailment in section 6.6.

We mark everything that is carried out using the SMT solver in blue. If an entailment is
marked in blue, then it means that it is being checked using the SMT solver.

6.1 Lemmas

Since lemmas and function definitions are syntatic sugar over normal steps, we translate
them into normal steps before checking a proof:

Definition 6.1. Translation of Lemmas

Translate((i,¢)) = $(i, ¢, Given)

No checking is performed, as we assume all lemmas to hold.
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6.2 Function Definitions

6.2.1 Exhaustion Check

In definition 5.13, we require that cases in a definition to be exhaustive: they must cover all
possible cases. If the cases are not exhaustive, then under certain circumstances, conditions
of all cases are false, and the value of the function would be undefined.

We define the exhaustion check as below:

Definition 6.2. Exhaustion check

Exhaustive(T, ((¢1,t1), - (¢, t))) 2 T, {} - 1 v -V ¢,

where I is the current context.

t1,+-, t,, the case bodies, are not relevent here.

That is, if the disjunction of all cases’ conditions is valid, then the cases are exhaustive, as
it would be impossible for all conditions to be false at the same time. The validity is checked
using the entailment checking procedure, which may call the SMT solver. If the cases are
not exhaustive, the program should stop and report an error.

Notice that we are checking the entailment with an empty set of definitions in the above
definition.

In practice, we can first check if any of the conditions are T, which corresponds to an
otherwise term in the ‘guards’ of Haskell’s function definitions. The T case would always
be true, so it would ‘capture’ all situations that are not covered by previous cases, making
all situations handled.

6.2.2 Translation of Function Definitions

To begin, we translate the RHS, which may contain multiple cases, to a single term:

Definition 6.3. Translation of RHS

TranslateRhs(C) = TranslateRhsCases(C) When C is a sequence of cases
TranslateRhs(t) = t When ¢ is a term

where

TranslateRhsCases(({¢pc, tp), c-+-)) = if(¢Pc, tp, TranslateRhsCases(c---))
TranslateRhsCases(((T,tp),c++)) £ty
TranslateRhsCases(({¢pc, tp))) =ty

Notice that as soon as we encounter a case with T as its condition, we throw away all
remaining cases. Because if we translated it to

if(T,tp, TranslateRhsCases(c--+))

then by theorem 4.3, it will always be equal to t;. The rest of the cases are irrelevant.
Also notice that if there is only one case left, no matter what the condition is, we trans-
late the case to its body. We could do this because we know that the cases are exhaustive.
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Therefore, either one of the previous cases” condition is met, so the last case is irrelevant, or,
if all previous cases’ conditions are not met, then the condition of the last case must hold.
Otherwise, the cases cannot be exhaustive.

The function TranslateRhs yields a term which will sit on the right hand side of the
resultant formula. However, we cannot just assert that LHS and RHS are equal, because
they both contain free variables whose types are unknown. We need to quantify over these
variables at last, but before that, we need to infer the types of these free variables, which is
not difficult, as the types of all functions and constructors have already been declared.

The type inference algorithm can be defined as:

Definition 6.4. Type inference

Infer(I',t,v) ={v: 1} when -3¢.T’ I— o
Infer(I,t,c) 22 whenI’I—c:a

Infer(T, 7, f(t1,tn) = |J Infer(T, T, t;) when Fl—f ST Ty > T
ie[1,n]

Infer(L,T,if(¢c, tt, tf) = Infer(L,t,ty)ulnfer(T,, tf)

The last case (for if expressions) is actually not needed, as we prohibit if expressions on
LHS.

The function Infer takes three arguments: the first is the current context, from which
we may get the type of constants, functions, and constructors, the second is the ‘expected’
type of a term, and the third is the term whose, and whose subterms’, types we wish to
infer. It returns a set of typing statements, that should tell us about the types of all free
variables. Infer is undefined for all other cases, which should be caught as errors in the
implementation.

Notice that it is possible for In fer to return conflicting types for the same term:

Infer({f:to->71} 1, f(x,x))
=Infer({f:to->t},T,x)ulnfer({f:to->7},0,x)
={x:t}u{x:c}
={x:7,x:0}

We therefore define the predicate ContextCorrect, to check the context returned by In fer:

Definition 6.5. Is a context correct?

ContextCorrect(l) 2 x:telAx:cel - T=0

That is, a context is correct if each term and function appear in only one typing statement
in the context. When inferring types of variables, if the same variable is given more than one
type, than the implementation should report an error.

Using the above definitions, we arrive at the procedure for translating function defini-
tions:
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Definition 6.6. Translation of function definitions

Translate({i, f(t1,--,tn), 7)) =
S(i, Vo1 : 090y : O f(t1,-+, tm) = TranslateRhs(r),Given)

where
I is the current context.

. I‘I—f:rlmrn =T
e {v1:01,,0m:0m} = Infer(L, 7, f(t1, tn)

e ContextCorrect(Infer(I, T, f(t1,- tn)).

Function Call Lemma

From the above definitions and the fact that function definitions must be exhaustive, we may
obtain the following conclusion, by induction over function Translate:

Lemma 6.1. Function call must fall into one case
If

. ]"l—f;Tl...Tn_)O-
. l"l—ti:riforie[l,n]
* d= <i,f(ta1,---,tan)(<4>1,b1>,---, (¢mrbm>)>

then there exists some i € [1,m] such that
Translate(d) —
S¢iA /\ (—|Sq§]) AN f(tl,"',tn)=5bi
]

je[1,i-1

where S = ([t1/ta1], - [tn/tan])-

That is, all possible inputs to a function must satisfy the condition of one case, and must
not satisfy the conditions of all previous cases, and the value of the function call would be
equal to the body of that case, with all variables substituted.

We will use this lemma when proving the soundness of function induction principles.

6.3 Checking Types

Before a proof is checked, we need to ensure that all formulae in the proof is well-formed.
That is, no function is applied to wrong arguments, and no predicate is applied to wrong
variables. Our type system consists of rules that determines whether or not something is
well-typed, and therefore well-formed (see section 4.4). We perform a type check before
checking the proof, and proceeds checking only if no type errors are found.

We also include type declarations into the generated SMT-LIB script. However, we do
not use the SMT solver for any type checking purposes, as our own type checking procedure
can give much more detailed and specific error messages than what SMT-LIB specified. We
expect any program that is approved by our type checker to run without type errors in the
SMT solver.
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6.4 Checking Steps

We can now develop an algorithm for checking the correctness of steps, that is, to check
whether or not the conclusion we draw in a certain step follows from the justifications of
this step.

6.4.1 Simple Steps

Intuitively, a step o is correct under a context I' if its formula is true given that all formulae in
steps referenced in the justification of step ¢ are true under I'. That is, the step o; = S(i, ¢;, J;)
is correctif I, A, ¢j , -+, ¢}, |— ¢i, where [; = {j1,-+, ju}-

However, this simple definition does not take into consideration circular reference be-
tween steps. Consider the following steps, which are all nonsensical yet deemed correct
under the above definition and an empty context:

o =5%(1,AnB,{1})
0y = S<21P - Ql {3})
03 =5(3,-Q - =P, {2})

Obviously, there is little point allowing a step to say ‘I am true because I am true’. We must
therefore have some means of ruling out the use of circular references. A more aggressive
approach would be to construct a “dependency graph’ for the step we are checking, where
step 0; ‘depends on’ 0; if j € ;. If we encounter the step we are checking when constructing
the graph, then we can declare that step invalid. However, this is computationaly heavy, and
would result in many duplicated computations, especially for long, complicated proofs.

The approach used in our implementation is more passive: we maintain a mapping ®¢
from the numbers of yje steps we have already checked to those steps’” formulae. We treat
@ as a binary relation between the set of possible step numbers and the set of possible
formulae, such that for any step number i and formula ¢, (i, ¢) € Pc if and only if Oc(i) =
¢. For example, if we have checked the step $(10, A A B, {9}), then (10, A A B) € ®¢, and
®(10) = AAB.

It is obvious that if the step we are currently checking, whose number is by definition not
in the domain of ®, only uses steps in the domain of ® as its justifications, then it cannot
reference itself. We then add the current step number and formula to ®¢, and check the next
step. This approach is more efficient, but does not accept proofs where a step references a
step after it even if no circular references actually exists.

To make lemmas and function definitions accessible to proof steps, we also add all (trans-
lated) lemmas and function definitions to ®¢, before a proof is checked.

Combining handling of circular reference with the definition we purposed in the begin-
ning, we arrive at the following definition of the correctness of a single step:

Definition 6.7. Correctness of a step

Correct(I', A, ¢, S(i, ¢i, Ji)) =
VieJijedom(®c) A T,APc(j1), - Pc(jn) - i

where J; = {j1,*, jn}, and T is the context.
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The entailment, marked in blue, is checked using the external SMT solver. We describe
in detail how it can be checked in section 6.6.

We then need a way to construct the mapping ®c. The obvious way would be to start
with an empty set, and add checked steps to the set as we move along the sequence of steps
we are checking. The algorithm for checking an entire sequence of steps could thus be de-
fined recursively as below:

Definition 6.8. Correctness of a sequence of steps

StepsCorrect(I', A, ®c, () =T
StepsCorrect(T, A, Pc, (S(i, i, Ji),0+)) =
Correct(T, A, ®c,8(i, ¢, Ji)) A StepsCorrect(T, A, cu{{i, i)}, (0"+))

Notice that since we require all step numbers to be unique within a proof, no two mapping
pairs with the same step number will be added to ®¢. It is not possible to have (i, ¢;), (j, ;) €
®c such thati=jand ¢; # ¢;.

Since we do not introduce (declare) any new term, the context is not changed.

This algorithm with return true if all steps are correct, otherwise it returns false.

Formulae Given to Be True

In the ‘box’ style natural deduction, we sometimes mark some steps as ‘Given’. That is, the
result obatined in this step is ‘given to be true’, or ‘taken for granted’. This can reduce the
levels of assumptions that exist in a proof.

In Emmy, we allow ‘Given’ to be the justification of a step. Such steps are deemed correct
right away:

Definition 6.9. Correctness of a step [extends definition 6.7]

Correct(I', A, ®c, $(i, p;,Given)) = T

Tentative Steps

Sometimes, we know that we need to prove something, but do not know exactly how it can be
proven. In this case, we can make this step ‘Tentative’. We have not proven it, but we wish
it to be there in the proof, either to give us a hint, or to serve as a justification for following
steps. We allow users to write such steps in order to lessen the restriction on how proofs
can be written, which is one of the objectives of this project. Like ‘Given’ steps, ‘Tentative’
steps are always true. We can thus extend the definition 6.7 by:

Definition 6.10. Correctness of a step [extends definition 6.7]

Correct(I', A, ®c, 5(i, p;, Tentative)) = T
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Extraneous Justifications and Valid Formulae

Notice that since the logic of EMmy is monotonic: having extraneous justifications does not
affect the outcome of the step checking algorithm. The sequence of steps

($(1, AAB,Given),
$(2,C A D,Given),
$(3,A,{1,2}))

is correct, although step 3 does not need step 2 as a justification.
Our algorithm will also happily accept any step whose formula is valid, regardless of the
justification of that step. Consider

(5(1, (A~ B) > (=B »> =4),{}))

which will be deemed correct even though no justification is given.

There does not seem to a simple way to deal with these issues, as invalidating the above
proofs would require a change to our entailment-based proof checking algorithm, possibly
necessitating the use of inference rules. We therefore do not handle such situations in our
proof checker, by leaving these steps as correct steps. Proof checking front-ends may imple-
ment ‘simplification’ features that minimises the number of justifications used, or notify the
user that a formula is valid.

6.4.2 Assumptions

A single assumption step consists of an assumption, and a subproof, which is a sequence of
steps. We can define the correctness of an assumption step as the correctness of its subproof,
under the assumption that the assumed formula is deemed to be true. Thus, the algorithm
for checking a single assumption step is simple: we add the assumption to ®¢, and then
check the subproof with regard to the updated ®c.

To put this formally, we could extend definition 6.7 by adding a case for assumptions:

Definition 6.11. Correctness of a step [extends definition 6.7]

Correct(I', A, ®c, A(i, ¢;, I1;)) = StepsCorrect(I', A, Pc u {(i, ¢;)}, I1;)

Now we need to find a way to ‘use’ the results obtained in the subproof, under the as-
sumption, in later steps. Recall that in ‘box” style natural deduction, we can have the follow-

ing:

1. A—-B Given

2. B-C Given

3. | A Assume

4. | B —-Elim 13
5. | C —--Elim 2 4
6. A->C -—-Intro35

Step 6 lists step 5, which is in the subproof under the assumption made in step 3, as its
justification. Our algorithm for checking a sequence of steps, as in definition 6.8, cannot
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handle this situation, because it does not add steps in the subproof of an assumption to ®,
rendering those steps inaccesible for later steps. However, we also must not simply throw
all steps in a subproof into ®¢ directly. Consider the following sequence of steps:

(A(1, 4, (
$(2,A,{1})

)
$(3,4,{2}))

If we simply add step 2, which is in the subproof of step 1, into ®¢ after we have checked
step 1, then step 3 would become correct, which is not what we want.

To derive a correct way to carry what we have proven in a subproof forward, we may
look at how assumptions are handled in natural deduction, from which we derived the style
of our proofs. In ‘box’ style natural deduction, an application of the arrow-introduction rule
(—-Intro) looks like:

1. | P Assume
2.1 Q Obtained
3. P->Q -—-Introl2

If Q is proven true under the assumption that P is true, then using the arrow-introduction
rule, we could derive the implication P — Q. This gives us the first hint on developing our
algorithm: when a proven formula is taken out of an subproof, it becomes the consequent
in an implication, where the assumption becomes the antecedent.

Also notice that if we have something like:

1. | P Assume
2. | Hard work...
3. | Q Obtained
4. | R Also obtained
5. P—>R —-Introl14
then we can also have:
1. | P Assume
2. | Hard work...
3. | Q Obtained
4. | R Also obtained
5. P> R —-Introl4
6. | P Assume
7. The same hard work as above
8 | Q Obtained, but we don’t go another step and obtain R
9. P-Q -—-Intro68

That is, if we can derive ‘assumption implies last formula’, then we can also derive ‘as-
sumption implies the formula before the last’. By induction, for all formula P’ proven in
the subproof, we may derive P — P’. This gives us the second hint: any formula proven in
a subproof can be taken out. It does not have to be the last one.
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Our treatment of assumption steps is thus the following: after an assumption step A (i, ¢;, IT;)
is being checked, for each step S(j, ¢;, J;) in the subproof I1;, we add (j, ¢; - ¢;) to D¢, so
that the conclusion ‘it is proven in step j that ¢; is true if ¢; is true’” becomes accessible to
later steps.

The algorithm described above can be formalised as the below addition to definition 6.8:

Definition 6.12. Correctness of a sequence of steps [extends definition 6.8]

StepsCorrect(T, A, Dc, (A(i, ¢;, I1;),0"-)) =
Correct(I', A, @c, A(i, ¢;, I1;))
A StepsCorrect(T, A, D¢ u Substeps(A(i, ¢;, I1;)), (0'-+))

Where the Substeps function is defined as:

Definition 6.13. The Substep function

Substeps(A(i, i, 11;)) = {{j, i = @) | $(j, ¢, J;) € IL;}

Assumption within Assumptions

Notice that we only ‘extract’ conclusions from simple steps in the subproof. If there is an-
other assumption within a subproof, anything proven within that assumption’s subproof
will not be added to ®.

There is no technical reason for imposing such an limit, as it is easy to recursively add all
results from assumptions within assumptions to ®¢. Rather, the choise is made for usabil-
ity reasons: first, we do not wish to deviate too much from the syntax of ‘box” style natural
deduction, which, like all other forms of natural deduction, does not have any rule that elim-
inates two assumptions at the same time. Second, we are afraid that if we allow more than
one level of “arrow-introduction’, then users may try to take things out of very deeply nested
assumptions, resulting in long implications, which makes the proof harder to understand.

An alternative algorithm for extracting results from a subproof looks like:

Definition 6.14. The Substep function [alternative to 6.13]

Substeps(A(i, ¢;, 11;)) =
{(,¢i > @) | 5(j, ¢j, Jj) € I1i}
u U (k¢ = o) | (k ¢x) € Substeps(A(j, ¢;,11;)) }

A(jgj Tj)ell;

We included this definition in the implementation of Emmy, which can be switched on
using the ‘--deep’ command line argument.

Reference to Assumption in Justification

Notice that in natural deduction, when performing arrow-introduction, we need to apply
the rule to not only the step in which the consequent is proven, but also the step in which
the assumption is made, as in the following examples (use of assumption step marked in
red):
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1. | P Assume
1 2. | Hard work
P Hard work
———— Hard wor 3.1 0 Obtained
P50 —-Introg) 4. P->Q —-Intro13

In Gentzen’s original style, we need to give each assumption a number and refer to that
number when introducing an implication, to indicate that the ‘scope” of the assumption is
over, or that the assumption is no longer in place after this step. This is necessary as in
Gentzen’s original style there is no other way to indicate the ‘scope’ of assumptions. The
‘box” style made the ‘scope’ of assumptions clear, however, the inference rule remains the
same, probably to mark the use of assumption explicitly, and to keep consistency with tree-
style natural deduction systems.

Since our system does not use any inference rules, we do not require the assumption to
be included in the justification, for the sake of simplicity. If we require the users to refer to
the assumption whenever they use a result obtained under an assumption, we can replace
the definition 6.13 with the following:

Definition 6.15. The Substeps function [alternative to 6.13]

Substeps(A(i, i, I1;)) = {{{i, ), i = ¢;) | 3(j, ¢, ];) € I1;}

Then, when we need to use, for example, the result obtained in step 10, which is proven
under assumption 5, in our justification, we need to include (5,10) in our justification.

6.4.3 Introductions

Introductions are similar to assumptions: intuitively, the newly introduced term can be seen

as the ‘assumption’ in an introduction. We define the correctness of a single introduction

step as the correctness of its subproof. However, before checking its subproof, we do not

change (. Instead, we add the declaration of the newly introduced term into the context.
We extend definition 6.7 by adding a new case:

Definition 6.16. Correctness of a step [extends definition 6.7]

Correct(I', A, ¢, 1(i, t : T,11;)) = StepsCorrect(I', Au{t: v}, Pc,I1;)

Now we need to add the steps in the subproof to ®¢. In the case of assumptions, we say
that the formulae proven in steps in the subproof are proven under an assumption. Here,
instead of an assumption, we can say that they are proven under the context, which contains
an arbitrary term of a certain type.

It now becomes obvious that the formulae proven in the subproof need to be ‘wrapped’
in “for all” quantifiers when they are taken out of the subproof. Just like for assumptions, we
put implication arrows in front of them. We thus add a case to the definition of Substeps:
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Definition 6.17. The Substep function [extends definition 6.13]

Substeps(I(i, t : T,11;)) = {(j, Vt: 7. 4)]~) | S(j,q)j,]j) eIl;}

We also need to add a new case to StepsCorrect accordingly:

Definition 6.18. Correctness of a sequence of steps [extends definition 6.8]

StepsCorrect(T, A, Pc, (I{i, t : T,11;),07-+)) =
Correct(T', A, ®c,I(i, t : T,11;))
A StepsCorrect(T, A, ®c u Substeps(I{i, t : T,11;)), (¢"-+-))

By combining the definitions for assumptions and introductions, we obtain the following
definitions for introductions with assumptions:

Definition 6.19. Correctness of a step [extends definition 6.7]

Correct(I', A, ®c, IA(i, t: T, ¢;,11;)) =
StepsCorrect(I,Au{t: T}, Ocu{(i,¢;},11;)

Definition 6.20. The Substep function [extends definition 6.13]

Substeps(][A\(i,t : T,¢i,Hi>) = {(],Vt :T. [(Pl g ¢]]) | S(],(P],]]> € Hz}

Definition 6.21. Correctness of a sequence of steps [extends definition 6.8]
StepsCorrect(T, A, O¢, (TIA(i, t : T,¢;, IT;),0"+)) =

COI’T’ECt(r, A, ®C,HA<Z.,t 1T, P, Hl))
A StepsCorrect(T, A, ¢ u Substeps(TA(i, t : T, ¢;,11;)), (0'-+))

Like assumptions, we can ‘extract’ formulae proven in nested introduction steps, or to
require that the introduction with assumption step to be refered when a step from its sub-
proof is used as a justification by later steps. Such changes would require modifications to
Substeps, which can be carried out in a manner similar to definition 6.14 and 6.15.

6.4.4 Induction Step

An induction step can be used if we want to prove some inductive property ¢, by either
structural induction over a universal quantification over a data structure (see definition 4.14),
or induction over a function definition (see section 5.4.2). In an induction step, we generate
¢', the induction principle of ¢, which is a conjunction of induction cases $1 A -+ A ¢p,. We will
then prove ¢’ by proving ¢4, -, ¢, individually, and then, as proven in chapter 8, ¢ would
follow from ¢'.
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To begin, we generate the induction principle. For structural inductions, we can simply
apply InductionPrinciple to the formula in the step. However, for induction over functon
definitions, the property we wish to apply FunctionInductionPrinciple to can be buried deep
inside some quantifications and implications. Therefore, we need to define a separate func-
tion CompleteFunctionInductionPrinciple to generate the full induction principle:

Definition 6.22. Extraction of induction principle over function definition
CompleteFunctionInductionPrinciple(T,d,¢) = /\ Pre(¢x)
xe[1,n]
where
(Pre, ¢5) = Extract(¢p)
* Axe1,n] = FunctionInductionPrinciple(T, d, ¢3)
¢ dis a function definition.
and
Extract(Vt: T.¢) = (Ada.(VE: T.(p ¢a)), P3) where (p, ¢5) = Extract(¢p)
Extract(p — ¢") = (Apa-(¢ = (p ¢a)), $3) where (p, ¢5) = Extract(¢’)
Extract(3(¢)) = (Adpa.a, P)

We use the A notation to denote an anoumynous function, where if the function f equals
Ax.y, then f(z) = [z/x]y.

The Extract function finds the induction marker in a sequence of universal quantifica-
tions and implications. It returns two values:

* A function Pre, that, when applied to a formula, puts the formula inside the sequence
of quantifications and implications ‘outside’ the induction marker.

¢ The formula inside the induction marker.

For example, if (Pre, ¢5) = Extract(Vt; : 7y.[¢1 — Viz : 72.T(¢2)], then ¢35 = ¢, and Pre(¢’)
would be equal to Vt; : 71.[¢p) — Vi, : To.¢'] for any ¢’

Extract is only defined if ¢;, the goal, is of a certain form (see the remarks on definition
5.7).

Using CompleteFunctionInductionPrinciple, we may find the property we wish to per-
form induction on, and generate the property quantified induction principle. For example,
say we have a function f defined as

f :: Int -> Int d = (f-def, f(x), ((x <2,0),

fx| x<2 =0 (x>22,1+f(x-2))))
| x> 2= 1+f (x - 2)

and some property
¢=Vx:Int.[x>0->T(P(f(x)))]

Then we would have

CompleteFunctionInductionPrinciple(T',d, ¢) =
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Vx:Int.[x>0->x>2— P(0)]
A

\7’x:Int.[x20—>Vr:Int.[ﬁx<2/\x22 - P(r)ar=f(x-2) - P(1+r)]]

We then need a way to check whether or not the cases we have written in an induction
step actually ‘cover’ the cases in the generated induction principle. We define Covered as:

Definition 6.23. Coverage of induction cases

Covered(T, ¢p, ((Hy, 1, T11), -, (Hp, ¢, 11,))) =
Vx e [1,n].3j € [1,n].[T, A, ApplyHypothesis(Hj, ¢}) —¢7]

where Aye[1,.] Py = ¢p, and

ApplyHypothesis((), ¢) = ¢
ApplyHypothesis(({t : T,¢m), h---),¢p) = Vt: T.[py > ApplyHypothesis(h---, ¢)]

By definition 6.23, the induction principle is covered by the induction cases if for each
case in ¢p, the generated induction principle, there is an induction case whose actual goal
entails the case in the induction principle. By ‘actual goal’, we mean the theorem that is
actually proven in the case, when the induction hypotheses are taken into consideration.
For example, if have a case like below:

(({(x:Int,T),(y:Int,x+y>z)) P(x,y)IL;)
which means

In this case, take an integer x, and another integer y, such that x +y > z, then
prove P(x,y) by steps I1;.

in this case, what we have actually proven would be
Vx:Int.Vy:Int.[x+y>z— P(x,y)]

for some z.

Once we know that the inductive principle is correctly reflected by the cases in the step,
we then proceed to check the correctness of individual cases: first, we check whether or not
the subproofs in the cases are correct, under the induction hypothesis, second, we check
whether or not the end result obtained in the subproofs entails the goals of the cases.

We define the correctness of an induction case as:

Definition 6.24. Correctness of an induction case

CaseCorrect(I', A, (P, ¢,11)) £
StepsCorrect(I' u Introductions(P), ®c u {(H, Hypothesis(P))},11)

AT u Introductions(P), A, Laste(IT) I— ¢

where H is a special step number that is distinct from all other step numbers, and

Hypothesis(({t1 : T, ¢1), (tn : T, Pn))) = /\ ¢

ie[1,n]
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Introductions(({t1: T, 1), (tn : Tu, Pu))) = ‘ U ti:t

We use a special step number “H’ to serve as the ‘number” of the induction hypothesis.
Steps within the subproof of induction cases may refer to “H’ in their justifications.

Combining the above two definitions, we arrive at the definition for the correctness of
induction steps:

Definition 6.25. Correctness of a step [extends definition 6.7]

Correct(I', A, ®c,3(i, ¢;,C)) =
Covered (T, InductionPrinciple(T,¢;),C) n Vje[1,|C|].CaseCorrect(T,A,C;)
Correct(I', A, ¢, 3(i, iy, ¢;,C)) =
Covered(T, CompleteFunctionInductionPrinciple(T,d, ¢;),C)
A Vje[1,|C|].CaseCorrect(T,A,C;)

where d = (i;,Cy) € A

After that, only the final result proven in an induction step is added to ®¢ and passed to
following steps:

Definition 6.26. Correctness of a sequence of steps [extends definition 6.8]

StepsCorrect(T, A, @c, (3(i, ¢;, C),0"---)) =
Correct(T, A, Pc, (i, ¢;,C)) A StepsCorrect(T, A, Pcu{{i, i)}, (c"+))

6.4.5 Equalities Step

In an equalities step, we prove the equality ¢y = t, by proving a ‘chain’ of equalities ty =
ti,t1 = tp,---, ty_1 = t,. For each equality in the ‘chain’, there is a justification for it. Thus, an
equalities step would be correct, if all equalities in the chain are entailed by their respective
justifications.

We define the correctness as:

Definition 6.27. Correctness of a step [extends definition 6.7]

Correct(I, A, ¢, (i, to, ({t1, 1), (tn, Ju)))) =

/\ []1 =Given Vv J;=Tentative
ie[1,n]

\ (VjE]i.jEdOM(q)C) N F/AI(DC(jl)/"'/q)C(jn)l_ti—l:ti>]

We allow ‘Given’ and ‘Tentative’ as justifications for each term in the equality chain,
and have included them in the above definition

Since our intention is to prove that the initial term, to, is equal to the last term in the
chain, t,, we add ‘“tp = t,” as the result obtained in this step to ®c.
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Definition 6.28. Correctness of a sequence of steps [extends definition 6.8]

StepsCorrect(T, A, O¢, (E(i, to, ({t1, 1), {tn, Ju))), 0 +)) =
Correct(T, A, Oc, E(i, to, ({t1, J1), - {tu, Ju))))
A StepsCorrect(T, A, Pc u {{i,tg = ty)}, (¢"+))

6.5 Checking Program

A program is a sequence of sections, which could contain declarations, lemmas, function
definitions, or more importantly, proofs. When checking an entire program, we maintain
a set of declarations already made, a set of lemmas already declared, and a set of function
definitions stated. We add new declarations, lemmas, and function definitions to them as we
move through the program. Once we encounter a proof section, we check the proof using
everything we have already seen.

To put this formally, we define the procedure Check as below:

Definition 6.29. Program checking

Check(T, A, AN, () = ()
Check(T, A, A, (T, s--)) = (T,---Check(T UT’, A, A, 5-++))
Check(T, A, A, (AN',s-+)) = (T,---Check(T,AUA', A, s--+))
Check(T, A, A, (A, s+)) 2 (T,+-Check(T, A,AUA,s---))

Check(I', A, A, ({(¢pg, I1),s---) = (StepsCorrect(I', A, Initialisedc (A, A),IT)

A (PG =F LaSt(P(H);
--Check(T', A\, A, s-++))

where
I', A, A are the sets of the declarations, lemmas, and function definitions we have
already seen so far.

e I, A’, A" are sequences of declarations, lemmas, and function definitions repec-
tively.

* (x,---S) is shorthand for (x,Sy,+,S,), where S; to S, are elements in sequence S.

* The function Last$(I1) returns the formula in the last step in the step sequence
IT.

and the Initialise® function is defined as
Initialise®c (A, A) = {(i,¢p) | (i,¢,]) € Translate(AUA)}

for any set of lemmas A and any set of function definitions A.

The Check procedure takes sets of existing declarations, lemmas, and function defini-
tions, and return a sequence of either T of 1. For each proof, we return T if the proof is
correct, that is, the proof steps are correct, and that the goal is equal to the last proof step,
and 1 otherwise. For all other sections, we simply return T.
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If any section is not well-formed, for example, because it uses an undeclared type, then
the implementation should not proceed any further, and report an error.

As discussed in section 4.1.2, and 4.2.2, we provide arithmetic functions (+, —, and *), as
well as the integer predicates (<, >, <, and >). They do not need to be declared by the users,
but we still need to put them in the context somewhere when checking proofs. The solution
is to provide a prelude, denoted by I';, that contains the declarations of the atom type, the
integer type, arithmetic operations, and arithmetic comparators.

At last, we may now define how programs are checked:

Definition 6.30. Checking program
To check a program P, we call function Check as following;:

Check(T'y, 2,2, P)

where I'j, is the prelude.

6.6 Checking Entailment

At the heart of our step checking algorithm lies the question of whether an entailment of the
form

LA, ¢y, i, [ @ 6.1)

holds or not, where T’ is the context, ¢; is the formula proven in step ¢0;, and ¢;,, -+, ¢;, are
formulae proven in the steps referenced in step o;’s justification.

6.6.1 Checking Entailment Syntactically

First, we may observe that if there is only one premise, and that premise is equivalent to the
consequence, then the entailment holds trivially, as it is in essence a tautology.

Theorem 6.1. Tautological entailment
If both ¢ and ¢’ are well-formed under context I, then ¢ =g ¢’ - (T, A, ¢ |— ¢')

This is a ‘shortcut’” that allows us to quickly check the entailment in trivial cases, without
envoking an external SMT solver. We use it for a number of reasons:

¢ Checking equivalence is faster than calling an SMT solver, as the later would require
starting a subprocess which has high overhead.

¢ Ininduction steps, we check whether or not the goals of induction cases written by the
users entails the generated case goals. If they are correct, the user-written case goals
are likely to be equivalent to the generated ones, but they might use different names
for introduced and quantified variables.

6.6.2 Checking Entailment Using an SMT Solver

When we consult the external SMT solver, we need to encode this entailment into a form
that can be understood by the SMT solver. The SMT solvers we use implement the SMT-LIB
standard, however, they still differ in terms of features and proving powers.
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accept SMT-LIB scripts, which is a language specified by the SMT-LIB standard [8], as
their input format. Here, we describe how entailments can be translated into SMT-LIB terms
and signatures written using abstract SMT-LIB syntax.

We define the translation into concrete SMT-LIB scripts, which are inputs to SMT-LIB
compliant SMT solvers, in chapter A.

Choice of SMT Solver

Emmy supports two SMT solvers: Z3 [65] and CVC4 [10]. They both implement SMT-LIB
standard version 2.0 [8], but also support many features from later versions of the SMT-LIB
standard, such as data structures [6].

Other SMT-LIB compliant solvers may be also usable, but we have not tested them.

In the beginning of the project, we chose Z3 because it is well-known, and has a detailed
user guide [46]. We later added support for CVC4, because CVC4 supports for induction
natively, which is of interest to us, while Z3 does not.

Notice that CVC4 and Z3 are two top-performing solvers in SMT-COMP, a competetion
of SMT solvers [7] [9] [78].

We prefer to use Z3 as the underlying solver, because it has better support for data struc-
ture properties, as discussed in section 9.3.1. While CVC4 supports induction, we feel that
this feature is not very important for us, because EMmy can generate induction principles.

SMT-LIB Logic

Before we perform the check, we must specify the SMT-LIB logic under which the check is
performed, as the logic we use determines the set of theories, which, in SMT-LIB, is the class
of universes and their interpretations with the same signature [8], with regard to which we
are checking our formulae.

In general, we use the AUFNIA logic specified by the SMT-LIB standard. The AUFNIA logic
uses:

The Core theory, which specifies basic propositional algebra, logic connectives, and
the equality relation between terms.

Arrays (A), which are not a part of our logic, but required to use data structures.

Free sort and function symbols (UF).

Quantifiers (Not quantifier-free [QF]).

* Non-linear Integer Algebra (NIA), which also interprets the integer arithmetics we wish
to perform.

For CVC4, we need to use the AUFDTNIA logic, which includes the theory of data struc-
tures (DT), as CVC4 requires that we state explicitly that we want data structures in our logic,
while for Z3 we do not have to.

CVC4 Options

If we use CVC4 as the underlying solver, we need to ‘switch on” induction with some com-
mand line arguments when calling CVC4. The exact arguments, used by the authors of the
paper “Induction for SMT Solvers” [72], are [73]:

-—quant-ind --quant-cf --conjecture-gen
--conjecture-gen-per-round=3 --full-saturate-quant
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Unfolding of Induction

In definitions 4.11 and 5.16, we have defined induction markers, which marks the formula
upon which induction should be performed. We now define the Un fold function, which ap-
plies induction principles to the formulae in induction markers, ‘unfolding’ these formulae
to their induction principles:

Definition 6.31. Unfolding induction principle

Unfold(I',A,3(Vt:6.¢)) = InductionPrinciple(T,Vt: 6.¢)
Unfold(T,A, 3 (¢)) = FunctionInductionPrinciple(T,d;, ) Where d; = (i,C) € A
Unfold(I',A,P) =P P is a proposition
Unfold(I, A, -~¢) = -Unfold(T,A, f,¢)
Unfold(I,A,¢1 C ¢p) = Unfold(I',A,¢1) C Unfold(I',A,¢) Cis abinary connective
Unfold(I,A,Qt:t¢)2Qt:TUnfold(T,A,¢) Q is either V or 3
Unfold(T,A, P(t1,-,tn) = P(t1,--, tn)
Unfold(T,At1=t) 2t =t

We prove that Un fold is sound, thatis, if Un fold(I', A, ¢) is defined, then Un fold(T, A, p) —
¢, in section 8.3.

Because we only use induction to prove something, only ¢., the consequence of entail-
ment 6.1, which we wish to prove, needs to be unfolded. Entailment 6.1 now becomes:

LA, ¢1/“‘/ 4)11 l_ unfOZd(r/ A, 4’6) (6-2)

For brevity, we use ¢, to denote Un fold(T, A, ¢.), the ‘unfolded’ consequence, from now
on.

Entailment to Horn Clause

We then transform entailment 6.2 into

r/ Ar (P]/'”l (PVH_‘(Pé I_ 1 (63)

that is, under the context I', it is impossible for ¢, to be false when ¢4, -, ¢,, are all true, or,
the Horn clause [53] ¢1, -, pn, .. is not satisfiable.

Since SMT solvers check satisfiability, we need to formulate our entailment as a Horn
clause, and try to refute this clause.

Context to SMT-LIB Signature

Next, we need to translate the current context, I', which is a set of typing statements. In
SMT-LIB, the corresponding properties are specified in signatures, denoted by X, which, in-
formally, contains definitions of sorts (which corresponds to our types), function and pred-
icate symbols, constructors, and variables.

We define ContextInSignature, a function that takes a context and returns the assertion
that the context has been fully encoded in a certain signature %, as:

70



6.6. CHECKING ENTAILMENT Chapter 6. Proof Checking

Definition 6.32. Translation of context into SMT-LIB signature
ContextInSignature(I') = Vs e I'.[s]s
where I is a context, and

[T Type]s 2 T e Z° Aar(t) =0
[t:7]s £ teZEA(t, (1)) eR
[f i1t = 0]s 2 f e ZFA(f, (1T 0)) € R
[P: -7, - Prop]s = P e F A (P, (117, Bool)) € R
[6:Cls26ex5nar(8)=0
AVaeC.laeZC naecony(d)(a,(8)) eR]
AYe: 1Ty € Clc e 2€ Ac € cong (0)
r{c, (1114 6)) € R]

AVaeC[T" eXl ntesy(a) =T" (~)
AT, (6 Bool)) € R|
AVC: T T, € C[TC ¢ >T Atesy(c) = T¢ (~)
A(T*, (6 Bool)) € R]
AYC:TTy € C.[Vz’ € [1,;’1].[8}1 exC (~)
nsely(c); = SF

NS (0 ) € R]]

where
For any constructor ¢ of data structure J, 7° maps c to a fresh function symbol
that serves as its tester.

* For any constructor function ¢ : 7---T, of data structure §, S maps c to a fresh
function symbol that serves as its ith selector, where 1 <i < n.

To distinguish between SMT-LIB sorts and types in EMmy, we use the monospace letters
to write types in Emmy, and bold letters to write SMT-LIB sorts.

[-]s, the interpretation function for typing statements, takes a typing statement, and re-
turns a property that the signature X must satisfy.

Informally, what we need to do is to

¢ turn each declared type and data structure into a sort in the signature, that does not
take any other sorts as arguments.

e turn each declared constant of type T into a nullary ‘function’, whose return type is 7,
in the signature.

¢ add each function to the signature in the obvious way.

e turn each predicate that takes arguments of types T7y,---, T, into a function that takes
the corresponding sorts, and returns Bool, in the signature.
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¢ turn each atomic constructor of data structure ¢ into a nullary constructor function,
whose return type is §, in the signature.

¢ for each constructor, create a fresh tester function and add it to the signature.

¢ for each argument required by each constructor function, create a fresh selector func-
tion, and add it to the signature.

Some of the properties of the resultant siganture, namely, those involving testers, which
‘tests” whether or not a term is constructed by a certain constructor, and selectors, which
‘selects’” a argument that is passed to the constructor when constructing a term, are neither
present in our program language, not relevant to the semantics of our programs, but re-
quired to be present in the SMT-LIB signature. In definition 6.32, we mark these properties
in grey and denote them by (~) so that they can be distinguished from the rest.

For example, consider contxt I':

[ = {Int = Type,
List = {nil,cons : Int List},
length : List — Int,
P:List List - Prop}

The assertion ContextInSignature(I') would be satisfied by the signature £ where:

¥ = {Int, List, Bool}
yf = {nil,cons,length, P, nil', cons', cons;, cons3}
¥C = {nil,cons} T ={nil’,cons'y = {cons;,cons;}
R = {(nil, (List)), (cons, (Int List List)),
(nil', (List Bool), (cons', (List Bool),
(consi, (List Int), (consj, (List List)
(length, (List Int)), (P, (List List Bool)), }
ar(List) =0 ar(Int) =0 ar(Bool) =0
cony (List)= {nil, cons}
tesy (nil)=nil'  tesy(cons) = cons'

sely(nil)= () sely(cons) = (consj,consy)

We are not showing the assertion ContextInSignature(I') here, because it is going to be
extremely long.

The translation from typing statements to concrete SMT-LIB scripts is defined in defini-
tion A.1.

Formulae to SMT-LIB Terms

We then translate the Horn clause ¢;, -+, ¢,,, and —¢., into SMT-LIB terms.
We define [-]r, the translation from our terms to SMT-LIB terms, and [-]r, the translation
from our formulae to SMT-LIB terms of type Bool, as below:
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Definition 6.33. Translation of terms into SMT-LIB terms

fe]r =c¢ c is a constant

[v]r v v is a variable

[f(tr, - t)]r = f [tal 7 [tal T

Definition 6.34. Translation of formulae into SMT-LIB Bool terms

[Plr=P P is a proposition
[=¢1F = - [9]F
[¢1 C ¢o]r = C [P1]F [¢2]F C is a binary connective
[Qt:t¢lr2Qt:T[P]F Q is either V¥ or 3

[P(ty, - tu)]F 2 P [ti] - [tallT
[t = t2]F 2~ [ti]7 [t2]T

The translation of terms is essentially an identity. Terms are translated into the directly
corresponding SMT-LIB term, with each function application f(ty, -, t,) replaced by a SMT-
LIB style function application f t; --- t,. The difference is only syntactic.

For formulae, we translate each of them into an SMT-LIB of sort Bool. Thus a proposition
is a constant, or nullary function, of sort Bool, and a predicate is a function that maps from
some sorts to the sort Bool, the connectives are functions from Bool(s) to a Bool. Equality,
denoted by » in SMT-LIB, is treated as a predicate as well. Quantifications are special binders
in which variables are bound, whose syntax is largely the same as our quantifications.

For if expressions, we may first translate them into their equivalent formula, or translate
them using the ite function implemented by many SMT solvers:

Definition 6.35. Translation of terms into SMT-LIB terms [Extends definition 6.33]

[1£(pc, te, te)lT = ite [@clr [telT [tflT

The ite function’s sementics is similar to if. Its first argument, the ‘condition’, should
have sort Bool. Its value is equal to the second argument if the condition is true, and equal
to the third if it is not.

As an example, consider the following formula:

¢ =Vx:Int.P(x)AP(f(x))=x

According to the above definitions, we have:

[ = Vx:Int (A (Px) (= (P (fx))x))

The translation from terms and formulae into SMT-LIB terms is defined in definitions
A2 and A.3.
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Declare the Propositions

Since propositions are constants, they must also be declared in the signature . We define
the function AllPropositionsDefined?, that takes a set of formulae and returns the assertion
that all propositions are defined in some signature %, as:

Definition 6.36. Define proposition

AllPropositionsDefined(®) = )\ Defined?(¢)
ped

where

Defined?(P) = P e F A (P, (Bool)) € R
Defined?(~¢) £ Defined?(¢)
Defined?(¢1 C ¢2) = Defined?(¢p1) A Defined?(¢,) C is a binary connective
Defined?(Q t: 7T ¢) £ Defined?(¢) Q is either V or 3
Defined?(P(t1,--,tp)) =T
Defined?(ty =t,) =T

This definition is used when we defined the signature under which the check is per-
formed.

Perform the Check

We will then generate the signature ¥ under which the check is performed. The signature
. should satisfy the following property:

ContextInSignature(T) n AllPropositionsDe fined({¢1,, ¢, ~PL})

That is, all types, data structures, functions, and predicates are properly encoded in ¥, and
all propositions are defined in X.

Once we have generated the signature, we handle the premises and the consequence. The
SMT solver we consult has an assertion stack, which can store assertions, which are formulae
(SMT-LIB terms on type Bool) that we wish to be true, at different levels. The levels are
useful to control the lifetime, or scope, of assertions, but since we run the SMT solver once
for each entailment check, we do not care about the levels here.

For each premise ¢;, we assert that the formula [¢;]r is true. For the (unfolded) conse-
quence ¢/, we assert that its negation, [-¢/]r, is true.

Finally, we ask the SMT solver to check the satisfiability of the current set of assertions,
by giving the following SMT-LIB command to the SMT solver:

(check-sat)
The SMT solver will check the satisfiability, and return one of the three results:

(unsat) means that is it impossible for the consequence to be false when all premises are
true. Therefore, the entailment holds.

(sat) means that even if all premises are true, it is still possible for the consequence to be
false. Therefore, the entailment does not hold.
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(unknown) means that the solver cannot determine the satisfiability of the assertions, so we
do not know whether the entailment holds or not.

To ensure the soundness of Emmy, that is, to make sure that EMmy cannot prove anything
that is not true, we deem the entailment to not hold when the satisfiability is unknown.

Sometimes, the SMT solver may go on and on and never finish solving. This is often
related to inductions: the SMT solver may enter an infinite loop when checking inductive
properties [72]. To ensure that our program will not stop indefinitely, we impose a time limit
on the satisfiability checking. In our implementation, the default time limit is 200ms, but it
can be adjusted using a command line argument. If the SMT solver cannot finish solving
before the time limit, it will return ‘ (unknown)’ as its answer.
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Chapter 7

Implementation

In this chapter, we discuss how Emmy is implemented as a computer program, as well as the
choice of programming languages and libraries.
Emmy has three main components:

A proof checker which is a command line application that takes Emmy programs as inputs,
checks them, and displays the results.

A web interface where users can write proofs, and send the proofs to the proof checker to
be checked.

A server which handles the communication between the proof checker and the web inter-
face.

In addition, we provided a ‘reader’ for #1ang emmy, a DSL in which EMmy programs can
be written.

The relation between the three main components, and the external SMT solver, can be
summarised by the following diagram:

Web interface

Proof checking result (JSON via Proof to be checked (JSON via
HTTP response) HTTP request)

Server
Proof checking result (JSON via Proof to be checked (JSON via
stdin) stdin)

Proof checker

Fither (unsat), (sat), or Entailment to be checked(SMT-LIB
(unknown) to stdin script vis stdin)
SMT solver

Figure 7.1: Structure of the project.
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We shall now describe the implementation of each component in detail:

7.1 Proof Checker

The proof checker is a Racket program that takes EMmy programs as input via the standard
input stream (stdin), checks the correctness of the program following the algorithm defined
in chapter 6, and outputs the checking result as output via standard output (stdout). It will
call the external SMT solver by spawning a subprocess, if needed.

We use the Racket language to write the proof checker for the following reasons:

* As a LISP (Scheme) dialect, Racket has excellent symbolic manipulation capabilities,
making it easy to work with formulae expressed using s-expressions.

¢ The Racket parser can parse Emmy’s s-expression based program language, which we
will discuss in the next section, directly.

* While there is no well-maintained Racket binding for the SMT solvers we used, the fact
that Racket can manipulate and write s-expressions means that we could very easily
construct programs in SMT-LIB scrtips, and parse output from SMT solvers.

* Racket provides language building functionalities which allowed us to turn Emmy pro-
grams into program code that can be ‘executed” directly, rather than data to be fed into
another program.

By default, the proof checker accepts s-expression as the input format, which we will
explain in detail in the next section. A command line argument can be used to instruct the
proof checker to use JSON as the input format.

The core proof checking algorithm, described in chapter 6, is defined in a functional
style. Our implementation is largely a translation of the definition into functional Racket
code. The code is mostly pure, apart from the generation of fresh variable names which is
stateful. This makes it easy for us to reason about the code, to debug and to structure the
program in general.

7.1.1 Logic and Program Representation

In the proof checker, terms, formulae, proofs, and programs are represented using LISP’s
s-expressions [62]: a single item, which could be a term, a formula, a step, or a lemma sec-
tion, is either a single symbol, such as ‘x’, ‘SomeProposition’, or a list of items, enclosed by
brackets, like ‘(£ 10 x y)".

Like LISPs, we use Polish [12], or prefix notation, putting functions, operators, predi-
cates, connectives, et cetra, before their arguments, so that x + y would become as “(+ x y)’,
f(x,1) would become “(f x 1)’,and A — B would become as ‘(Implies A B)"

The first element in a list can also serve as the ‘tag’ that indicates the type of that item.
For example, we use ‘[Function f Int -> Int]’ to represent a function declaration that
says f : Int — Int, where ‘Function’ tells us about the type of this declaration.

Notice that in the above example we used square brackets instead of normal brackets.
In EMMy and Racket’s concrete syntax, normal, square, and curly brackets are semantically
equivalent.

We chose s-expression because the Racket parser can parse directly our programs written
in s-expression, saving us from writing our own parser. The representation of programs, in
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Racket code, is also identical to their representation in s-expression, reducing the overhead
in maintaining multiple representations of programs.
The full, concrete syntax for the program language can be found in appendix D.

Example Program

The following program, adapted from theorem-15.prf, first declares the List type, two
list functions, state a lemma related to the properties of the functions, then defines the two
functions, and prove that reverse(reverse(l)) = I (theorem B.15):

{Declare
[Data List [nil] [cons Int List]]
[Function append List List -> List]
[Function rev List -> List]

}

{Lemma
[LD (Forall List 11 (Forall List 12 (= (rev (append 11 12))
(append (rev 12) (rev 11)))))]
}

{Define
Lappend-1 (append nil 1) 1]
Lappend-2 (append (cons i 11) 12)
(cons i (append 11 12))]

[rev-1 (rev nil) nill
[rev-2 (rev (cons i 1)) (append (rev 1) (cons i nil))]

}

{Proof (Forall List 1 (= 1 (rev (rev 1))))
[G Induction (Forall List 1 (= 1 (rev (rev 1))))
[Show (= nil (rev (rev nil)))
By (rev-1)]
[Take List 1 such that (= 1 (rev (rev 1)))
Take Int x

Show (= (cons x 1) (rev (rev (comns x 1))))
By (append-1 append-2 rev-1 rev-2 LD YHypo)]
]

We provide more example programs in appendix E, all written in the concrete syntax.

JSON Representation

We also define the JSON [80] representation of programs, and have implemented the transla-
tion between the JSON representation and the canonical, s-expression-based representation.
It is intended to be used when the proof checker is communicating with outside programs,
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such as our web interface, and potentially, future native GUI proof assistants, or text editor
plugins.

The JSON representation is more verbose, but it can be easily parsed by other program-
ming languages, using existing libraries. The JavaScript language, in which EmMmY’s web
interface is written, provides native functions for parsing JSON representations.

7.1.2 Proof Checking Workflow

The entry point of the proof checker is the main module inmain.rkt. The main module calls
the check procedure, which reads and parses the program from the standard input, and
passes the input program, as a Racket list of sections, to the check-1loop procedure, defined
in lang/check-loop.rkt.

The check-loop procedure corresponds to the Check procedure, defined in definition
6.29. It iterates through the sections. For each section, check-loop first checks for errors
using the procedures defined in checker/error-checker.rkt. Then, if it is a declaration,
function definition, or lemma section, check-1loop will add the content of the section to the
collection of declarations, definitions, or lemmas seen so far. If it is a proof section, it calls
the checker/checker.rkt to check the proof.

The check-proof procedure first calls transform-definition, which corresponds to
Translate defined in definition 6.6, to translate function definitions into Given steps. The
translated function definitions and lemmas are then added to ®¢. check-proof then calls
check-steps, which corresponds to StepsCorrect and Correct, to check the sequence of steps
in the proof.

The check-steps procedure recursively checks the correctness of each step in a sequence
(represented in Racket as a list) of steps, following the algorithm defined in StepsCorrect and
Correct. ¢c, the context and the definitions are carried through recursive calls as function
arguments. It calls itself in cases where a subproof needs to be checked, such as for assump-
tions and induction cases.

We check entailment by calling the entails? procedure, defined in checker/checker.rkt.
It first checks syntactically as defined in definition 6.1. Then, if the check fails, it calls the
check-entailment procedure, defined in checker/smt.rkt, to check the entailment using
an SMT solver.

The check-entailment procedure calls various translation procedures to translate the
formulae and context into SMT-LIB script representations. It then generates the complete
SMT-LIB program and calls call-solver to spawn the solver process and perform the check.

After the checking results are ready, check-1loop prints the result, either as s-expression
or as JSON, depending on settings, via standard output.

7.2 Web Interface

We provide a web interface for writing and checking Emmy programs, that supports
¢ Writing, editing, loading, and saving EMmy program.

¢ Checking the proof and displaying the result, including displaying the correctness of
induction principles.

* Annotating the program with comment sections.

* Automatically renumbering proof steps.
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¢ Automatically generating induction principles for induction over data structures.

On the web interface, formulae are written using a syntax similar to the syntax used in
the logics course (see section 2.1.1), except for function applications, which are written in
the Haskell style, that is, f x y instead of f(x,y).

For example, the formula

Vx:Int.Vy:Int.[P(x,y) - f(x)=g(x,y)Af(x)-1>y]
can be written on the web interface as

Forall x: Int. Forall y: Int. [
P(x, y9 >fx=gxyAnd fx-1>y
]

After a formula is written down correctly, the web interface would render it in LaTeX
style, to make the formula more concise and easier to read:

vx:Int.Vy:Int.[P(x,y) = f x=g x yAf x - 1>7y]

Figure 7.2: The above formula rendered on the web interface of Emmy.

We believe that by using a syntax similar to the one the students are already familiar
with, we lowered the barrier of entry of Emmy, making it easier for new users to learn Emmy
and become productive more quickly.

7.2.1 Technical Details

The web interface is an one-page web application written in Vanilla Javascript in a func-
tional style: we made extensive use of immutable data structure operations, higher-order
functions, and side-effect free code.

We used React [71], a popular JavaScript library for building interactive, stateful web
applications. We use React to manage the state of the web interface, to dynamically ren-
der UI components, and to handle input events. We also used a number of other packages
that extends React to provide additional features, such as rearranging program sections by
dragging and dropping them, and LaTeX style formula rendering.

When the user clicks on the ‘CHECK” button on the web interface, the application makes
an request to a server, which we will describe in the next chapter, and display the proof
checking result returned from the server.

7.2.2 Screenshots of the Web Interface

Here is a collection of the screenshots of EMmY’s web interface.
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Emmy

open | save | HIDE ALL

SHOW ALL

CHECK |

Comment Hie| x|

(P -> Q) or (Q -> P)

is valid.

EDIT|

Proof hHiDE| x|

Theorem B.3

In this proof we show that:

Emmy can prove this theorem automatically!

Renumber |

ADD COMMENT | ADD PROOF

Goal: (P—Q)VvV(Q@—P)
G (P—=Q)Vv(Q—P)

ADD DECLARE

ADD LEMMAS

ADD DEFINE

No justification x| + | A+ |
i+ 1A+ |
Ind+ | E+ |

Figure 7.3: A proof of theorem B.3 written using the web interface of EMmy, with a comment
section.
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Emmy Open | Save| HIDEALL| SsHOw ALL CHECKl

Declare Hioe| x|

x| P: Atom -> Prop
x| f: Atom -> Atom
x| g: Atom -> Atom
x| h: Atom -> Atom

ADD
The integer type (Int) and atom type (Atom) are already defined for you.

Proof HiDE| x|

Checked: Correct
Goal: Yv:Atom.g v=h v

Ok 1 VuAtom.g (f u) =h (f u) Given

B

|+ |
1+ |

Ind+

|_+ |
Av | 1+ |
1A+ Ind+|

E+

i

=
+

i

Ok 2 ‘Yz:Atom.Jv:Atom.f v=12z Given

s

[

3 Take a: Atom X | 41| asr] 141 ] 1as1 | ind+1 | E41 |

Ok 4 dv:Atom.f v=a 2 x|+
A+ | 1+ |
IA+ | Ind+ |
_E+ |

5  Take b: Atom suchthat £ b—a X |+ | avr]| 1+ ] 1841 | ind+1 | E41 |

Ok 6 g (fb)=h (f b) 1 x| +]

Ok 7 ga=ha 56 x|+

+ | A+ |1+ | 1a+ | ind+ | E+ |

Ok 8 ga=ha 47 x| +|

+ | A+ |1+ | 1a+ | ind+ | E+ |

Ok 9 VviAtom.g v=h v 8 x|+

Renumber |

ADD COMMENT | ADD PROOF | ADD DECLARE | ADD LEMMAS | ADD DEFINE |
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Emmy Open | Save| HIDEALL| SHOW ALL CHECK

Declare wie| x|

_x| Data Code = 1f Int | nd

_x| Data Tree = node Tree Tree | leaf Int
_x| Data ListC = nilC | consC Code ListC
_x| Data ListT = nilT | consT Tree ListT
_x| appendC: ListC ListC -> ListC

_x| appendT: ListT ListT -> ListT

_x| encd: Tree -> ListC

x| decd: ListC -> Tree

_x| decdAux: ListC ListT -> Tree

The integer type (Int) and atom type (Atom) are already defined for you.

Lemmas Hice| x|

x| bc Vxs:ListC.Vys:ListC.Vzs:ListC.appendC xs (appendC ys zs) = appendC (appendC xs ys) zs
ADD

Define _nie| x|

x| appendC-b appendC nilC 1 = 1

_x| appendC-i appendC (consC x xs) 1 = consC x (appendC xs 1)

x| appendT-b appendT nilT 1 =1

x| appendT-i appendT (consT x xs) 1 = consT x (appendT xs 1)

x| encdl encd (leaf i) = consC (Lf i) nilC

x| encdn encd (node t1 t2) = appendC (encd t1) (appendC (encd t2) (consC nd nilC))
x| decdd decd cds = decdAux cds nilT

x| decdAux-b decdAux nilC (consT t ts) = t

x| decdAux-l decdAux (consC (Lf i) cds) ts = decdAux cds (consT (leaf i) ts)

x| decdAux-n decdAux (consC nd cds) (consT t1 (consT t2 ts)) = decdAux cds (consT (node t2 tl1) ts)
ADD

Proof _nioe| x|

Checked: Correct
Goal: Vt:Tree.decd (encd t) =t

L Prove Vt:Tree.Veds:ListC.7ts:ListT.decdAux (appendC (encd t) cds) ts=decdAux cds (consT t ts) >Function | x |
by induction on the definition of data structure Tree

Induction principle is correct
Base case

x| Take x: Int
x| Take cds: ListC
x| Take ts: ListT

P41 | pria
decdhux (appendC (encd (leaf x)) cds) ts _x |_->Subproo
To show =

decdux cds (consT (leaf x) ts)
By appendC-b appendC-i appendT-b encd-l decdAux-I

Inductive Step
Veds:ListC.Vts:ListT.

¥ e e dichux (appendC (encd t1) cds) ts

decdAux cds (consT t1 ts)
Veds:ListC.Vts:ListT.
Bl e s T wdi dichux (appendC (encd t2) cds) ts
decdAux cds (consT t2 ts)
x| Take cds: ListC

x| Take ts: ListT
P+l | P+IA
decdAux (appendC (encd (nmode ti t2)) cds) ts X | ->Trivial | + | A+ | 1+ | 1A+ | Ind+ | E+ |
Toshow =
decdAux cds (consT (node t1 t2) ts)

Ok 1 decdAux (appendC (encd (node t1 t2)) cds) ts = decdAux (appendC (appendC (encd t1) (appendC (encd t2) (consC nd nilC))) cds) ts encd-n x| x|+
= decdAux (appendC (encd t1) (appendC (appendC (encd t2) (consC nd nilC)) cds)) ts DC | x A+
= decdAux (appendC (appendC (encd t2) (consC nd nilC)) cds) (consT t1 ts) %Hypo x| ill
= decdAux (appendC (encd t2) (appendC (consC nd nilC) cds)) (consT t1 ts) DC x| Tinar.
= decdAux (appendC (consC nd nilC) cds) (consT t2 (comsT t1 ts)) %Hypo x| E+]
= decdAux (consC nd cds) (consT t2 (consT t1 ts)) appendC-b x |

appendC-i

= decdAux cds (consT (node t1 t2) ts) decdAux-n x|
L+ |

Add Case

+ | A+ [ 1+ | 1A+ | ind+ | E+ |

Ok G Ind:[Vt:Tree.decd (encd t) =t] appendC-b appendC-i appendT-b x|+ | A+ 1+ [ ias |

appendT-i encd-l encd-n decd-d TR
decdAux-b decdAux-l decdAux-n L e [ e ]

Renumber

ADD COMMENT |_ADD PROOF | ADD DECLARE | ADD LEMMAS | ADD DEFINE

Figure 7.5: A proof of theorem B.20 written using the web interface, using a large number
of declarations and definitions, and an inductive step with an equalities step.
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7.3 Server

The server handles the communication between the web interface and the proof checker.
When the server receives a request from the web interface, it spawns a proof checker process,
and passes the program sent by the web interface to the proof checker via the standard input
stream (stdin). Once the proof checker finishes, the server passes the results from the proof
checker back to the web interface.

The server is a very simple Node.js program written using the Express [39] library.

7.4 #lang emmy

We also provide the Emmy language, a DSL implemented as a Racket #1lang language [25].
The users may write EMmy programs using the Emmy language, save the program in a file,
and check the proof by ‘runing’ the file directly using the Racket interpreter.

The syntax of the Emmy language is the same as the s-expression based syntax described
in section 7.1.1. However, in the beginning of a Emmy file, there must be the following line:

#lang emmy

To check the code, simply run the Racket interpreter on the code file:
racket name-of-file

When the Racket interpreter sees #1ang emmy when ‘running” an Emmy program, it knows
that the code is written in the Emmy language, so it would use an ‘reader” provided by us to
read the code below. Our reader will then read the program, and pass the program to the
check-loop procedure to check the correctness of the program.
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Evaluation and Conclusion
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Chapter 8

Soundness of Induction

When induction is performed in a proof, either by the use of an induction marker or in an
induction step, EMmy generates an induction principle for the formula we wish to proof, and
then proves the generated induction principle instead of the original formula in the normal
way.

In this chapter, we prove that induction in Emmy is sound, that is, if formula ¢’ is the
induction principle for some formula ¢, then if ¢’ is true, ¢ must be true.

Formally, we define soundness of induction as:

Theorem 8.1. Induction principle is sound

For any formula ¢, context I, function definition d, if there exists some ¢’ such that
¢' = InductionPrinciple(T,$), then ¢’ — ¢, and if there exists some ¢" such that ¢ =
FunctionInductionPrinciple(T,d, $), then ¢”" — ¢.

We first prove the soundness of the induction principles generated by functions InductionPrinciple
and FunctionInductionPrinciple. These two proofs are based on the principle of well-founded
orderings: we first identify the order, and then show that the set of terms for which the in-
duction principle is unsound is empty, by the properties of well-founded orders. After that,
we prove Unfold, which uses the two functions, is sound.

Our conclusion from the proofs is that:

¢ Emmy generates correct induction principle for inductions over data structures.

¢ EmmMmy generates correct induction principle for inductions over function definitions, if
the function definition terminates.

We will then discuss how non-terminating functions affect the soundness, and how it
effects the use of EMmy.

8.1 Induction Over Data Structures

Proof. Take some context I, variable ¢, and type é such that I’ I— 0 = C for some set of con-
structors C. Take formula ¢ arbitrary. Take formula ¢’ = InductionPrinciple(T,Vt: 6.¢), and
¢ A Ay, =@ Thatis, ¢ is the induction principle for ¢, and ¢! is a case in the induction
principle fori € [1,n].

Assume that ¢’, the induction principle, holds.

We now assume that the induction principle is not sound. That is, there exists some term
tr of type J, such that [tr/t]¢ does not hold under the assumption that ¢’ holds. Let us
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denote the set of such terms as T§, which is a subset of T}, the set of terms of type é. Since
all terms of type ¢ are in a well-founded order, as required by our data structure axioms, T}
has at least one minimal elements.

Take some term t' with type J such that t' is the minimal term for which [#'/t]¢ does not
hold. That is, there does not exist any term t" with type ¢ such that t" < t’, by definition 4.13,
and that [+ /t]¢ is false.

We show that such a term #’ cannot exist by contradiction:

Since t' is of type J, then, according to the data structure axioms, ' is constructed by a
constructor. ' must be either

1. An atomic constructor a.

If t' = a, then a € C. By the definition of InductivePrinciple, ¢;, one of the cases that
forms the induction principle, must be [a/t]$. If ¢’ is true, then [a/t]¢ must be true,
sois [t'/t]¢. [t'[t]~(¢" — ¢) will not hold. There is a contradiction.

2. A function constructor c applied to a sequence of terms t7, -+, t,,,, where T I— C:T Ty =
0, Fl— t: 7 forallie[l,m].
We first define I, the set of indices of recursive calls, as, [ = {i € [1,m] | T; = ¢}.

Ift' = c(ty,--, t,), then ¢ : 7y---7, € C. By the definition of InductivePrinciple, ¢!, one of
the cases that forms the induction principle, must be Vt; : Tj.-t; : Ty Nie[1,n] (1=0~—~
[ti/t]p) — [c(t1, -, tm)/t]$, which, by the definition of I, is equivalent to Vt; : Tyt :
Tm-Niet[ti/t]¢ — [c(t1, -, tm)/[t]p. If we eliminate the universal quantification, we may

obtain Ajf[t/t]p = [c(t], -, t},)/t]$.

Now, there are two possibilities:

(@) Aier[ti/t]¢ is true, and [c(t3,-- t},)/t]$ is true. However, this would contradict
our assumption that [#'/t]¢ is false.

(b) Aicr[t;/t]¢ is false. This would mean that there exists some i € I, such that [t]/t]¢
is false. However, since ' = c(#], -+, t;,), by definition 4.13, t/ < t'. This contradicts
with out assumption that ¢’ is a minimal element of the set of terms for which ¢
does not hold.

Since we reach a contradiction in all cases, the minimal element #' of Ttg does not exist.
However, this would contradict the property of well-founded order that any non-empty
subset of the set with a well-founded order has a minimal element. This means that T}
is empty. Therefore, if ¢’, the induction principle, is true, then ¢, the original formula, is
true, for all possible values of . Hence the induction principle is sound.

U
8.2 Induction Over Function Definitions
As discussed in section 5.4.2, if we want to prove something that looks like:
Vi TV s T R(, o b, f(EL o En)) (8.1)
Then we should first prove that:
Vi Vi, T, V7 U.[f(tl,---, th) =r— R(ty,-, tn,r)] (8.2)
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Then, if f terminates, then formula 8.1 follows from 8.2.

The formula R(t1,-+, ty, f(t1, -+, tn)) corresponds to our ¢, which should be some formula
that contains f (1, t,) as a subterm, where f’s definition is what we perform induction on,
and R(ty,--, ty,r) would be [r/f(t1,--, tn)] .

We will split the proof into two parts:

1. We prove that for some ¢, d, and T,
FunctionInductionPrinciple(¢,d,T') — Vr:o.[r = f(t1, -, tn) = [r/f(t1,- tn)]@P]
where {f(t1,-+,tn)} = Callsp(f, ¢) (Callp is defined in definition 5.14).

2. We prove that if f always terminates, then
Vreofr=f(ty, o tn) = [r/f(t, o 0)]0] > @

The first part proves that FunctionInductionPrinciple correctly generates the induction
principle. The second part proves that if the function terminates, then the correct induction
principle implies the original formula.

8.2.1 Correctness of FunctionInductionPrinciple

Proof. Take some context I', and function definition d = (i, f (a1, tay, ), C), such that I’ |—
f 11t — 0. Letty, -, t, be terms with types 11,---T,. Let ¢ be a formula such that
{f(t1,-, tn)} = Callsg(f,¢), thatis, f(t1,---,t,) is the only unique call to f in formula ¢.

We will use ¢ to denote f(t1,++,t;) from now on.

We first assume that the function definition upon which we perform induction is defined
for all arguments, or that it always terminates. That is,

VE TV T 3 ot = f(1, 1)

We then define the following relation:

Definition 8.1. Recursive call order For terms t},---, ;, of types 11, T, if, by defini-
tiond, f(t],--t,) = tp, and that f(t{,---, ;) € Callst(f,t), for terms t{,---, 1,/ of types
Ty, -+, Tu, that is, t;, contains f(t,---, t;) as a subterm, then (t{,---, f;) <g (t},--- t;;)

Intuitively, if we make the recursive call f (¢, -, t;;) when calling f (], t;,), then (t],---, t,) <r
(t],-- t;;) It is easy to see that < is a well-founded partial order. Because f always termi-
nates, it is impossible to have an infinite chain of recursive calls.

Let A be the set of all possible cartesian products of terms of types 11,-:-, 7,. We then
define A’ ¢ A as

A= {{ty, 1) € Al =([81/0], - [ta/ta]) ¢}

That is, A’ is the set of groups of terms (t1,--t;,), for which ([#]/t1], -+, [t},/tx]) ¢ does not
hold. Since all elements in A are in the well-founded order <g, A" must be either empty, or
have at least one minimal elements.

Take formula ¢’ = FunctionInductionPrinciple(T,d,¢), and ¢ A--- A ¢}, = ¢'. That is, ¢’
is the induction principle for ¢, and ¢ is a case in the induction principle for i € [1,m].

We assume that ¢’, the induction principle, holds.
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Now, we wish to prove that

Vr: a.[r =cp > [r/cf]cp]

Take some rp and assume that ry = ¢;. We now need to prove [ro/c f]<p, which, according
to the assumption, is equivalent to ¢: that is, we now need to prove ¢.

We then assume that (t1, -, t,,) is a minimal element in A’. This would imply that ¢ does
not hold under the assumption that ¢’ holds. We shall then show by contradiction that
(t1,--, tn) cannot exist as a minimal element. Which implies that A’ is empty, hence the ¢
would always be true.

According to lemma 6.1, we have, under the definition d, the following property:

Cfo(ﬁ,---,tn):Sbi A S(P,‘/\ /\ (—|S ¢]) (83)
je[1,i-1]
where (¢;, b;) is the ith case in definition d, and sequence of substitution S = ([t1/ta1], -, [tn/tan])-
! Since the induction principle ¢’ is defined, the case body b; must either
e contain no recursive call (|Callst(f,b;)| = 0).
If this is the case, then one of the cases in the induction principle must be
Soin N\ (=S ¢y) — [Sbifcslg
je[1,i-1]

From the assumption that the induction principle is true, and property 8.3, we know
that [S bi/cs]¢ is true. However, since ¢y = S b;, [S bi/cf]¢ would be the same as ¢,
which implies that ¢ is true, which contradicts the assumption that ¢ does not hold.

e contain one unique recursive call (|Callst(f,b;)| = 1).
If this is the case, then one of the cases in the induction principle must be

Vr: 0’.[5 pin N\ (=S ¢;) = (Sy[r/cel ¢ nr=Sycp—[S[r/t:] bi/cs] <p)]

je[1,i-1]
where Sy = ([S 1/S ta1], -+ [S t,/S tay]), and {t,} = {f (¢}, -~ t;,) } = Callst(f, b))
Take atermr’,suchthatr’ = S ¢ r which means 7’ is the result returned by the recursive
call.

By property 8.3, we now have:
Sb [T’/Cf] (P/\T’ = Sb Cf - [S [T’/tr] bz/Cf] (P
Now, there are two possibilities:

1. Sy [r'/cf] ¢, the induction hypothesis, is true.
From the induction principle, we then have [S [r'/t;] bi/cf] ¢.
By assumption, we have 1’ = S, c¢. By definition of S, and S, we then have r' =
Sy f(t1,- tn) = f(St],--, S 1)), which gives ' = S f(#],-+,1,) =S t,.
This gives [S [S t,/t;] bi/cf] ¢, which is equivalent to [S b;/c¢] ¢. By property 8.3,
this gives [c¢/c¢] ¢, hence ¢ is true.
This contradicts with our assumption that ¢ is not true.

! Notice that by this definition, t; # ¢ for all i € [1,n]. Also, since ts is required by definition 5.11 to be
distinct from other variables, S S ¢* would be equal to S ¢* for all formula or term ¢*.
2 By the definition of S, this means S, is equivalent to ([S t/t1],- [S th/tu]).
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2. Sy [r'[cf] ¢, the induction hypothesis, is false.
Since r’ = S, cg, we have =Sy, [Sy, ¢f/cs] ¢, which would be equivalent to -5, ¢.
By the definitions of S and S, we also have —([S t]/t1],---,[S t},/tx]) ¢, which gives
(Sty,-,Sty)e A
Since f(t1,-+,t,) € Callsp(f,¢), wehave f(St],---,Sty,) € Callsp(f([Sty/t1], -+ [S th/tu]) §).
which means that (S #,--, S £,) <r (t1,- tn)-
We have now found a member of A’ that is less than (t1, -, ,,), which contradicts
the assumption that (t1, -, t,) is a minimal element.

O]

8.2.2 The Original Formula is True if Function Terminates

Proof. Take some context I', and function f, such that I' |— f 7T — 0. Letty,-t, be
terms with types 1y,---7,. Let ¢ be a formula such that {f(t1,--,t,)} = Callsg(f,¢), that is,
f(t1,-, ty) is the only unique call to f in formula ¢.

We will use ¢ to denote f(t1,, t,) from now on.

Assume that f always terminates, that is,

VE TV T 3o f (8, b)) = T

Then, assume that
Vr:o.[r=cp— [r[cslg] (8.4)

Because f always terminates, we can take some ' such that ' = cy.
From the assumption 8.4, we have [r’/cf]¢. From the assumption that 7’ = ¢, we have ¢.

Therefore, Vr:o.[r = f(t1,-, tn) = [r/f(t1,- tu)]P] = ¢.
]

8.3 Unfolding of Induction Markers

By definition 6.31, Un fold will only alter (sub)formulae that are induction markers, by ap-
plying either InductionPrinciple or FunctionInductionPrinciple to the formula in the in-
duction marker. Since we have proven that those two functions are sound under certain
conditions, we can prove that Un fold is sound under those conditions, by straightforward
induction.

8.4 Non-terminating Functions

The above proofs about soundness of induction over function definitions are written un-
der the assumption that f, the function we apply induction on, terminates. If f does not
terminate, then we could prove incorrect results from induction.

Consider the following definition of f:

f :: Int -> Int (f-def, f(x), ({(x <10,10),
fx | x<10 = 10 (T,f(x+1))))
| otherwise = f (x + 1)
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Say we have some I I— x : Int, and a formula

$p=f(x)>0 (8.5)

We cannot prove ¢ because x could be greater than or equal to 10, which would make ¢
meaningless.
However, we could generate the following induction principle for ¢:

FunctionInductionPrinciple(T,d, ¢) = (8.6)
(x<10-1>0) A Vr:Int[-x<10 - r>0Ar=f(x+1) - r>0]

Since if x > 10, f(x +1) is undefined, r > 0 A7 = f(x + 1) cannot be true. Hence the
induction step in the induction principle is vacuously true, which means that the entire
induction principle is true, although the original formula ¢ cannot be proven to be true.
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Chapter 9

Evaluation

In this chapter, we provide an evaluation of Emmy in relation to the various objectives of the
project. Namely, we will focus on how the capabilities of EMmy impact the use of Emmy in
the teaching of the reasoning about programs course, making reference to course materials
when relevant.

9.1

Language Support

Emmy supports the following language features:

Formula and terms in propositional and (many-sorted) first-order logic.

Declaration of custom types and (non-mutually recursive) data structures. which al-
lows as to express most basic data structures that are used in Haskell.

Strong, static typing. This allows Emmy to ensure the well-formedness formulae a
proof before checking the proof.

Recursive function definitions.

Pattern matching in function definitions, which is crucial when defining functions
about data structures.

Guards in function definitions, which is useful when defining recursive functions.
if expressions.

Built-in support for integers and basic arithmetic operations, which is built upon the
SMT solvers’ native support for arithmetic.

Some important language features that Emmy cannot express directly are:

Integer division, which is not total.
Declaration and reasoning of mutually recursive data structures, like:

data Yin = Yinl | Yin2 Yang
data Yang = Yangl | Yang2 Yin

Generic data structures and functions, like:
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data GenericList a = GenericNil | GenericCons a GenericList
and
id :: a -> a

* Higher-order functions that take other function as it arguments, such as

map :: (a -> b) -> [a] -> [b]
filter :: (a -> Bool) -> [a] -> [a]

Notice that these two functions are also generic functions.
¢ Lambda expressions, like \x -> x + 1.

¢ Shorthand notations, including list construction ([1, 2, 31) and pair construction

(a, 2).

Although Emmy can only express a small subset of the Haskell language, it is already
enough for expressing a large range of data structures, functions, and algorithms. As we
will show in the next section, EMmy is in fact capable of expressing most theorems a student
may encounter in the reasoning course. However, due to the lack of generic data structures,
the expression of certain theorems may be cumbersome.

We will discuss how some of the missing features can be implemented in section 10.1.

9.2 Proving Power

We now demonstrate the proving power of Emmy, by using Emmy to prove theorems that
appeared in the course materials. In this way, we surveyed the extent to which Emmy can
help with the teaching and learning of the reasoning about programs course.

We identified 26 theorems in total, and proved 24 of them. The proofs were checked
twice, first time using Z3 version 4.8.5, and then using CVC4 version 1.6 as the underlying
SMT solver, with a 200ms time limit per call. The full set of theorems are listed in appendix
B.1, and the proofs, written in the #lang EmmMy language (see section 7.4), are placed in the
examples folder in the code directory.

9.2.1 Logic

Although Emmy focuses on proving properties of computer programs, it is also capable
of proving theorems in propositional and first-order logic. We took 3 propositional theo-
rems!from a tutorial sheet for the logic course [74], and an additional 5 first-order theorems
from another tutorial sheet [52] that are difficult or tricky to prove using natural deduction,
and wrote proofs of them using Emmy.

We followed the principles listed below when formulating and proving the theorems in
Emmy:

¢ The first letters in the names of all propositions and predicates are capitalised.

! Question 2g, 2k, and 2m from the tutorial sheet. We chose these questions because they were supposed to
be discussed during tutorial sessions.

2 Queston 51 to 54, and question 57. We omitted 55 and 56 because they are more about translating statements
than writing proofs.
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¢ To prove a theorem of the form
R

we first write formulae ¢y, -+, ¢, as steps that are ‘Given’ to be true. Then, we prove ¢’
using these ‘Given’ steps.

e For first-order theorems, we use Atom as the type for all terms.

For each theorem, we produce at least two proofs: one longer proof in ‘natural deduction
style’, and another short one where the goal follows directly from the premises. We then try
to produce new proofs by removing steps from the longer proof. We wish to show that our
tool is not only capable of proving these theorems, but also capable of handling proofs in
different styles, including cases where we do not follow strictly natural deduction rules, and
rely on our intuition instead.

Results

We proved all 8 theorems using both SMT solvers. In addition, we have shown that all the
theorems can be proven by Emmy directly in one step.

We have also shown that all 8 theorems can be proven by stylised proofs that are shorter
than the ‘natural deduction style” proofs, without sacrificing correctness. We argue that the
automated checking power of EMmy may alleviate the tediousness of writing proofs in “‘pure’
natural deduction.

It worths mentioning that many of the theorems involves properties of functions in dis-
crete mathematics. For example, theorem B.5 involves the property of injective functions,
and theorem B.7 proves that functions cannot be one-to-many or many-to-many. While we
did not intend to use Emmy in the teaching of discrete mathematics, we now believe that
there is a potential for such application.

9.2.2 Reasoning about Program

To demonstrate the proving power of Emmy in relation to the syllabus of the reasoning about
programs course, we identified some theorems about the properties of functions and data
structures that appeared in the course materials, and then proved of them using EmMmy.

There are also questions and examples about finding the induction principle or writing
down the proof schema in the course materials. However, it is not clear how to show that our
tool can be used for such tasks. We therefore focus on proving the theorems we identified
instead.

Due to the various limitations of EmmY’s logic, many theorems in the course materials
cannot be translated into EMmy’s language directly. We tried to preserve the meaning of the
original theorems as much as we could, and added extra constraints such as the expected
range of function arguments, in cases where the original theorem is not clear enough. In
general, we followed the following rules:

¢ A generic list with Haskell type [a] will become a list of integers in our proof, with
nil, which constructs an empty list and corresponds to [] in Haskell, and cons, which
takes one integer and another list, and corresponds to the : operator in Haskell, as its
two constructors.

For example, the Haskell list [1, 2, 3], whichisequalto1 : 2 : 3 : [], would
become cons(1,cons(2,cons(3,nil))) in our theorems.
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Lists of specific types are defined individually, with suffixes added to type names and
constructor names where ambiguity might arise. For example, for theorem B.20, we
declared two list types, ListC and ListT, as lists of Codes and lists of Trees.

The ++ infix operator in Haskell, which contatenates two lists, are represented by an
append function, defined as:

append(nil,ys) = ys

append(cons(x,xs)) = cons(x,append(xs,ys))
which is the same as the definition of ++ in the Haskell prelude [22].
For example, the Haskell expression xs ++ ys would become append(xs,ys).
When there are lists of specific types, we also define individual append functions for
those list types.
We define a Bool type to stand for booleans, with t and f as its two atomic constructors.
We use b = t to mean ‘b is true’, and b = f to mean ‘b is false’.
Logic operators (connectives) are declared and defined in the usual manners when

they are needed.

A Pair data structure would be declared in cases where they are needed. The type of
its two elements depends on the theorem. The fst and snd accessors would also be
declared and defined if needed.

All natural numbers, except those in proofs about Peano numbers, were given the Int
type, and an extra assumption that they are non-negative.

For example, the formula Vx : N.P(x) would become Vx : Int.[x >0 — P(x)].

All natural numbers that occurs in theorems in terms of zeros and successor functions

are expressed by a Nat type, which corresponds to Peano numbers, with two construc-
tors, z and s.

All non-total function definitions are replaced with total ones that behave the same in
the “correct’ cases.

Some of the questions in the course materials comes with a set of lemmas. We use them

when applicable.

We found 18 theorems in the lecture notes, exercises, and tutorial sheets of the reasoning

about programs course. The majority of them involve inductive property or function defini-
tions, and require explicit application of induction to prove. None of the theorems contain
higher-order functions, which Emmy cannot express.

For each theorem that can be expressed using EmMmy, we first check whether or not Emmy

can prove them directly from the definitions without performing any induction or supplying
any additional lemmas not included in the course material. Then, we write a proof for it by

hand.

Results

We proved 16 of the 18 theorems. The below table gives a summary of the results:
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Z3 CcvC4
Theorem number | Proven? Directly? | Proven? Directly?
Theorem B.9
Theorem B.10
Theorem B.11
Theorem B.12
Theorem B.13
Theorem B.14
Theorem B.15
Theorem B.16
Theorem B.17
Theorem B.18
Theorem B.19
Theorem B.20
Theorem B.21
Theorem B.22
Theorem B.23
Theorem B.24
Theorem B.25
Theorem B.26
Count: 18

SRR NN
NN

R NN N N NN
<\

DR NN

= RNEN

v v
v v v
1 15% 8

Table 9.1: The results from proving the reasoning about programs theorems.

Theorem B.20 cannot be proven when we use CVC4 when using a 200ms time limit. It
could be proven if we raise the limit to 2000ms.
We were unable to prove two of the theorems, for the following reasons:

Theorem B.23 is about the property of a power function, defined in terms of exponentiation
in mathematics, which is not available ‘natively” in the SMT solvers we use. This means
that we have to write our own exponent function if we want to express the proof,
which, we believe, defeats the purpose of proving the property of a power function.

Theorem B.24 requires induction on the definitions of two functions, but Emmy only sup-
ports induction on the definition of one function at a time.

When we use CVC4, theorem B.17 cannot be proven. This is likely related to CVC4’s
handling of data structure properties, which we will discuss in section 9.3.1.

Most of our proofs are short: we can either prove the theorem in one induction step,
or prove a lemma in one step first, and then show that the goal follows directly from the
lemma. Only a few rather complicated theorems required more than that to prove.

From the above results, we draw the following conclusions:

* Emwmy is capable of proving most theorems a student may encounter in the reasoning
course. In particular, it can prove all data structure related theorems that appear in
the course materials.

* 73 is perhaps more suitable for Emmy. as can be seen in the results, it proves
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9.3 Proving Powers of SMT Solvers

The proving powers of the underlying SMT solvers have a large impact on the power of
Emmy. The more powerful the SMT solvers are, the fewer steps we need to write in order to
obtain our goal.

We shall now discuss some issues with the SMT solvers’ proving power we discovered
during the course of the development of EmMmy, and their relation with Emmy’s functionality.
We will also compare the two solvers we use with regard to these issues

9.3.1 Data Structure Properties
Consider this property, defined upon the definition of List described in section 9.2.2:
Theorem 9.1. Non-empty list must be constructed from an integer and a list
Vxs:List.[xs#nil — 3Jy:Int.dys:List.xs=cons(y,ys)]
While theorem 9.1 itself is not very interesting, it can be used to prove theorems such as
Theorem 9.2. Empty list is the only left identity of append
Vxs:List.Vys:List.[append(xs,ys) =ys <« xs=nil]

However, we found out that it is impossible to prove theorem 9.1 using CVC4 as the
underlying solver °. The solver would keep running, until the time limit is reached and it
returns unknown. As a result, certain theorems related to theorem 9.2, such as step I4 in the
proof of theorem B.17, is not provable when using CVC4.

73, however, can prove theorem 9.1 directly.

One possible way to get around this issue is to generate lemmas like theorem 9.1 for all
non-atomic data structure constructors, and include all of them in entailment checks.

9.3.2 Induction over Data Structure

In general, SMT solvers have limited inductive reasoning capabilities. Many of them are
unable to prove anything that requires non-trivial induction [72]. It was clearly stated in
the Z3 guide that Z3 ‘will not prove inductive facts” [46]. CVC4, however, has implemented
support for inductive reasoning [72] [58].

The vast majority of the theorems we proved in section 9.2.2 are inductive. As can be
seen in table 9.1, when using Z3, EMmy can only prove one of the theorems directly, but
when using CVC4, 8 can be proven directly.

Most of the inductive theorems that cannot be proven directly even when using CVC4
involves the use of lemmas. We speculate that although CVC4 can perform induction over
data structures, it cannot effectively generate lemmas when proving.

However, we argue that the inductive reasoning power of the SMT solvers is not very
important for Emmy, because Emmy can generate induction principles before calling the SMT
solvers. Also, we have shown that Emmy is already capable of proving most theorems when
using Z3, which does not support induction, as the underlying solver.

3 Curiously, while theorem 9.1 cannot be proven when using CVC4, an equivalent theorem can be proven by
CVC4 directly:

Theorem 9.3. Empty list is the only left identity of append [Variant of theorem 9.2]

Vxs:List.Vys:List.[append(xs,ys) =ys < xs =nil]
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9.3.3 Entailment between Equivalent Formulae

We identified some pairs of formulae that are semantically equivalent but bear trivial syn-
tactic differences, where Z3 cannot prove that one formula entails another.
One instance, encountered when proving theorem B.25, is that for the following seman-

tically equivalent formulae

¢ = Vk :Nat.Vi:Nat.Vj: Nat.[k = min(i,j) - k = min(j,1)]

¢’ = Vi:Nat.Vj:Nat.Vk : Nat.[k = min(i,j) — k = min(j,i)]
where the only difference between ¢ and ¢’ is the ordering of quantified formulae, the en-
tailment

T,A ¢’

does not hold, when checked using Z3.
Another instance was encountered when proving the following theorem:

Theorem 9.4. Length of concatenation of two lists is the same as sum of two lists” length
VI1:List.VI2: List.length(append(11,12)) = length(I1) + length(12)

A proof of theorem 9.4 is available in example-data-3.prf.
The proof would require induction. The induction principle of theorem 9.4 could be

VI2:List.length(append(nil,12)) = length(nil) + length(I2) (9.1)
A
VIl: List.[VlZ :List.length(append(I1,12)) = length(I1) + length(12)

Vi:Int.VI2:List.length(append(cons(i,11),12)) = length(cons(i,I1)) + length(lZ)]

If we swap the order of the base case and inductive step, and rename the quantified
variable /1 in the inductive step, we may obtain the semantically equivalent formula:

vIl': List.[VlZ : List.length(append(I11',12)) = length(I11") + length(12) (9.2)
Vi:Int.VI2:List.length(append(cons(i,11"),12)) = length(cons(i,I11")) + length(lZ)]
A
VI2:List.length(append(nil,12)) = length(nil) + length(12)

If we denote formula 9.2 by ¢ and formula 9.1 by ¢’, then the entailment

LA ¢¢

cannot be proven when using Z3.

Interestingly, if we add the (translated) definitions of length and append to the set of
premises to the left of the turnstile, then the entailment will be deemed correct, although it
should be correct regardless of the definitions of the functions. Also, the entailment can be
proven when we only rename the quantified variable, or when we only switch the order of
cases, but not when we do both.
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We provide the SMT-LIB scripts generated when proving all variations of the second
example, the output from running the SMT solvers, along with a small summary of results,
in appendix C.

Entailments in both the first and second example can be proven when we use CVC4.

We only identified and documented two such cases, but we believe that similar cases are
very common. The users may become frustrated when the equivalence between two obvi-
ously equivalent formulae cannot be checked. There is also a problem with inductions: the
user could have written the correct induction principle, but EMmy may consider it incorrect
because the aforementioned problems.

One way to partially solve this problem is to normalise formulae, so that such pairs of
syntactically similar formulae can be represented by the same normal form. This is one of
the future extensions of Emmy listed in section 10.1.

9.4 Non-terminating Functions

In section 5.4.1, we have shown how we could define non-terminating functions in Emmy.
Consider the following definition:

f :: Int -> Int (f-def, f(x), ({x <10,10),
fx | x<10 = 10 (T,f(x+1))))
| otherwise = f (x + 1)

It is obvious that f does not terminate for any argument x > 10, so we could say that if
x > 10, then f(x) is undefined, hence the following property is false:

Vx:Int.3r: Int.r = f(x) (9.3)

However, when the translated function definition f-def is used as a justification, EMmy
would prove formula 9.3 to be true.

This counterintuitive result stems from how we translate function definitions: the defi-
nition f-def would be represented, according to definition 6.6, by the property:

Vx:Int.f(x)=1if(x <10,10, f(x+1)) (9.4)
which is equivalent to
Vx: Int.[(x <10 - f(x)=10) A (x>210 - f(x)=f(x+ 1)] (9.5)

The property 9.5 only says that f(x) = f(x+1) when x > 10. If we define f(x) to be 0 for
all x > 10, as

f' :: Int -> Int (fp-def, f'(x), ({x < 10,10),
f'' x| x <10 = 10 (1,0)))
| otherwise = 0

then 9.5 would also be satisfied.

Since property 9.4, the generated property that should represent the definition of f, does
not forbid such an interpretation, EMmy would consider 9.3 to be true.

We have shown that the semantics of the definition of a non-terminating recursive func-
tion in EMmy deviates from the same definition in programming languages, and the fact that

99



9.5. USER FEEDBACK Chapter 9. Evaluation

property 9.3 can be proven by EMmy is the consequence of such a deviation. To mitigate this
issue, the users can write definitions that ensures termination. Alternatively, they could also
add constraints to the arguments in their arguments, so that the function always terminates
if the constraints are satisfied:

Vx:Int.3r:Int.[x <10 - 7= f(x)]

9.5 User Feedback

We invited students from two tutorial groups to test-use the web interface of EMmy, and
received two responses from them. Due to the very small number of participants, no quan-
titative studies were conducted.

The two test-users are both first-year students who have very recently sat the reason-
ing about programs exam, and are therefore familiar with the course material. We did not
provide any prior information about Emmy to the test-users.

9.5.1 Procedure

During test-using, we first showed the test-users an example proof. We walked through the
proof, showing the syntax for writing declarations, definitions, and formulae using the on-
line interface, as well as some of the basic operations, such as editing formulae and checking
proofs.

We then showed the test-users a question about theorem B.12, which is about the prop-
erty of a recursive function over inductive data structures, and requires structural induction
to prove. We asked the test-users to prove this theorem using Emmy. Two lemmas, namely
add(i,0) =i, and add(s(7),]) = add(i,s(j)), could be used without proving. We did not pro-
vide extensive guidance when the test-users were writing the proofs, but helps were offered
when they were stuck on specific Ul issues.

9.5.2 Results

We observed the following from the test-users:

* Both test-users produced correct proofs for theorem B.12. They both used one induc-
tion step with one base case, and one induction step.

¢ The base case, which follows from a lemma we gave them, was proven by both test-
users directly in one step.

For the inductive step, the test-users used multiple steps to obtain the equality add (succ(i), j) =
add(j,succ(i)).

¢ The syntax for writing declaration using the web interface, which is similar to Haskell
syntax, but differs in cases such as the naming of data structure constructors, the use of
single instead of double colons for typing statements, caused minor confusions among
the test users, but they were quick to adapt to our syntax.

¢ They learned the syntax for writing formulae using the web interface, which is very
similar to the syntax of normal logic formula, quickly. Some points of confusion in-
clude the dot following the typing statement in a quantification, and whether or not
brackets are needed in some cases.
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* The various buttons used for adding steps, induction cases, et cetra. were confusing,
and their functionalities were hard to discover.

* One test-user commented that it would be better if EMmy could check proofs and up-
date the result as he worked through the proof, which is currently infeasible as proof
checking takes a long time.

Although both test-users used multiple steps in the inductive step to prove add(succ(i), j)
add(j,succ(i)), EMmy can actually prove it directly. We speculate that the test-users were not
aware of the full proving power of EMmy, so their proofs were more conservative than nec-
essary.

One test-user who had more free time proceeded to prove theorem B.18. He was able to
prove it correctly without much troubles.

9.5.3 Improvements Made in Response to User Feedback

Many Ul bugs and imperfections were identified during the tests and later fixed. This in-
cludes:

¢ The user may edit more than one elements at the same time. For example, they may be
editing both the formula and number of a step at once. However, if they finish editing
any one of the elements, their edits made to the other elements would be lost.

This was fixed by making all text inputs save their content once the user stops editing
them, by, for example, clicking elsewhere.

¢ There were buttons that adds the wrong types of steps to the proof. They were fixed
by changing the arguments supplied to relavent functions.

We also added some new features as response to how the test-users used Emmy. For
example, we added a ‘copy’ button that copies the raw string of a formula, after noticing the
test-users clicking on the formulae and copying the raw strings from the editor.
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Conclusion

In this project, we have developed a proof system, defined formally its syntax and semantics,
and built an implementation of the said system as a computer program. The resultis Emmy, a
proof assistant that strives to provide the full power of automated reasoning tools to students
who have just starting learning to reason about programs.

Despite a number of limitations in terms of expressiveness and automatic proving power,
we have demonstrated that Emmy is sufficiently powerful to prove most theorems students
may encounter when learning the reasoning about programs course. From the test-using
results of EMMy, we are also confident that EMmy has met our expectation that it should be
approachable and easy to learn.

We believe that Emmy is now in a stable state, and is ready to be deployed in the teach-
ing of the reasoning about program course. We are excited to be able to bring Emmy into
existence, and we are looking forward to its use and appreciation by future users.

10.1 Future Works

Here we suggest some features that may be added to Emmy by future contributors.

Induction over Relations Apart from induction over data structures and function defini-
tions, we may also implement induction over recursively defined relations, or predi-
cates. Consider the following predicate Odd, define for natural (Peano) numbers:

0dd(s(z))
Vx :Nat.[Odd(x) -Odd(s(s(x)))]
Then, if we want to prove that some property P holds for all odd numbers:

Vx :Nat.P(x)

We may perform induction, and obtain the following induction principle.

P(s(z))
A
Vx:Nat.[P(x) AOdd(x) — P(s(s(x)))]
Notice that before we implement induction principle generation for induction over

relations, we also need to be able to define relations. Both features should be straight-
forward to implement, as they are similar to function definitions and their inductions.
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Higher-order Functions Functions in Emmy are first-order, they neither take functions as

arguments not return functions. Common higher-order Haskell functions, such as
map and foldl, cannot be expressed in our system.

One way to extend Emmy to include higher-order functions without changing the un-
derlying SMT solver is to apply defunctionalisation: [20] we first turn functions into
terms, and then use a special ‘apply” function to carry out function application. Alter-
natively, we may use a higher-order SMT solver [4] [13], in which higher-order func-
tions can be expressed directly.

While we considered adding support for higher-order functions during the course of
the project, we decided to omit this feature due to time constraints and the fact that
none of the theorems in the course materials involve higher-order functions.

Generic Types Currently, EMmy does not have any support for generic types. When we

need generic versions of certain data structures and functions, we must declare them
individually for each type we need. For example, when proving theorem B.20, we had
to define List data structures and related operations for each concrete List type we
intend to use.

Since the most recent version of the SMT-LIB standard already supports type param-
eters in data structures [6], declaration of generic data structures can be expressed
easily. However, there is no support for genric functions. We may need to gener-
ate concrete instances of generic functions when translating our programs to SMT-LIB
scripts.

Formula Normalisation Currently, when checking proofs, we do not alter the structure of

formulae in any way except for the unfolding of induction principles. However, we
may develop a way to ‘normalise’ formulae, so that two formulae that are semantically
equivalent, but have minor syntactic differences, can be expressed by the same normal
form.

For example, we may define an ordering of quantifications, and normalise nested

quantifications by sorting them in ascending order. Suppose we order quantification

by the name of the quantified variable, then we may have something like:
Normalise(VYb:T.¥a:t.Nc:T.p) =Va:T.Vb:T.Vc: T.¢p
Normalise(Vc:T.¥b:T.Na:T.¢)=Va:T.Vb:T.Vc: T.¢9
Normalise(Va:T.Vb:T.Nc:T.¢p) =Va:T.Vb:T.VCc: T.¢

This could mitigate, though not eliminate, some of the problems we identified in sec-
tion 9.3.

Incremental Proof Checking The current proof checking implementation checks an entire

program at once, which may take a long time when the program is long, or if there are
unprovable formulae that causes the SMT solver to timeout. This makes it prohibitive
to provide ‘live” updates about the correctness of individual steps.

An incremental approach to proof checking would allow us to check individual steps,
without touching other parts of the proof. This might require a stateful proof checking
implementation, that stores the previously checked proof, and only check the parts
that have been changed since last check. This would result in higher CPU and memory
load for the server, but would provide a more seamless experience for users of the web
interface.
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Appendix A

Translation into SMT-LIB Script

Notice that when names of functions, terms, types, propositions, and predicates are trans-
lated into SMT-LIB script, we add prefixes func-, term-, type-, prop-, and pred- to them,
to avoid name clashing.

Definition A.1. Translation of typing statements into SMT-LIB script

[T = Type]smr = (declare-sort type-T 0)
[t:T]smT = (declare-const term—f type-T)
If : 11t = 0]smr = (declare-fun func-f (type-7y -+ type-T,) type-0)
[P: 1Ty - Prop]smr = (declare-fun func-f (type-Ty --- type-T,) Bool)
[0 :: C]smr = (declare-datatype type-d ([consi]. -+ [cons,]c))

where C = {consy, -, cons, }, and

[a]c = (term-a)

[c: - Ty]c 2 (func-c (-0 type-7r1) - (c-(n-1) type-1,,))

Definition A.2. Translation of terms into SMT-LIB script

[c]lsmT = term-c ¢ is a constant
[v]smT = term-v v is a variable
[f(tr, - t)]smr = (Func=f [ti]smr - [talsmr)
[if(pc, te tr)]smr = (ite [@pclsmr [telsmr [trlsmr)

Definition A.3. Translation of formulae into SMT-LIB script

[Plsmr = prop-P P is a proposition
[=¢]smr = (not [P]smr)
[91 A p2]lsmr = (and [P1]smr [P2]smr)
[¢p1V ¢2lsmr = Cor [P1]smr [P2]smr)
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[¢1 = p2lsmr = (=> [p1]smr [P2]smr)
[p1 < polsmr = (= [P1lsmr [P2]smt)
[Vt:T ¢Jsmr 2 (forall ((term-t type-7)) [P]smr)
[3t: T ¢]smr = (exists ((term~t type-T)) [¢p]smr)
[P(t1, tn)]smr = (pred-P [ti]smr = [talsmr)
[t1 = ta]smr = (= [t1]smr [t2]smT)
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Appendix B

Theorems

B.1 Logic

Theorem B.1. P - Q l— -Q - =P

Proof. Proven in example-propositional-3.prf. O

Theorem B.2. —(-P A-Q) I— PvQ

Proof. Proven in example-propositional-4.prf. O
Theorem B.3. I— (P-Q)v(Q—-DP)
Proof. Proven in example-propositional-5.prf. O

Theorem B.4. Yx.3y.[P(y) A x # y] is equivalent to 3x.3y.[P(x) A P(y) Ax # y]

Proof. Proven in example-first-order-4.prf. O
Theorem B.5. Yu.g(f(u)) =h(f(u)),Vz.3v.f(v) =z I— Vv.g(v) = h(v)

Proof. Proven in example-first-order-5.prf. O
Theorem B.6. Vx.Vy.[f(g(x)) = f(g(y)) = x =y] I— Yu.Vo.[g(u) = g(v) - u="10]

Proof. Proven in example-first-order-6.prf. O
Theorem B.7. I— VxVy[x=y— f(x)=f(y)]

Proof. Proven in example-first-order-7.prf. O
Theorem B.8. Vx.[x =avx=b],g(a) =b,Vx.Vy.[g(x) =g(y) = x =y] I—g(g(a)) =a

Proof. Proven in example-first-order-8.prf. O

B.2 Reasoning about Programs

In this chapter we list the full set of theorems we have extracted from the reasoning about
programs course material.

For the theorems we have proven, we give the name of the proof file, which is included
in examples folder in the code repository. For the others, we explain the reason why our
system is incapable of proving them.
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Theorems from “Structural induction over Haskell data types’ [28]

Theorem B.9. subList removes elements from a list
Vxs:List.Vys:List.Vz: Int.[elem(z,ys) =t — elem(z,subList(xs,ys)) = f]
where

elem(x,nil) = f

)t ifx=y
elem(x, cons(y, ys)) = { elem(x,ys)  otherwise
subList(nil,ys) = nil
. _ | subList(xs,ys) if elem(x,ys) =t
sublList(cons(x, xs),ys) = { cons(x,subList(xs,ys)) otherwise
Proof. Proven in theorem-9.prf. O

Theorem B.10. Append then reverse is equal to reverse then append
Vxs:List.Vys:List.reverse(append(xs,ys)) = append(reverse(ys), reverse(xs))
where

reverse(nil) = nil

reverse(cons(x,xs)) = append(reverse(xs), cons(x,nil))

Proof. Proven in theorem-10.prf. A detailed walkthrough of the proof is available in sec-
tion E.4.1. O

Theorem B.11. sum and sumTr are equal
Vis : List.sum(is) = sumTr(is,0)
where

sum(nil) =0
sum(cons(i,is)) =i+ sum(is)
sumTr(nil, k) =k

sumTr(cons(i,is),k) = sumTr(is,i+k)

Proof. Proven in theorem-11.prf. A detailed walkthrough of the proof is available in sec-
tion E.4.1. O

Theorems from ‘Week 4 Tutorial - Structural Induction” [32]
Theorem B.12. Addition of natural numbers is commutative

Vm : Nat.Vn : Nat.add(m,n) = add(n, m)
where

add(z,j) =j
sum(s(i),j) = s(add(i,j))
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Proof. Proven in theorem-12.prf. O

Theorem B.13. Two evaluation strategies are the same

Vtm : Term.ValPositive(tm)

—

Vim : Term.eval (tm) = sign(eval(rip(tm)), pos(tm))

where
Term :: {val : Int, min : Term, mul : Term Term}
ValPositive(val(i)) <> i >0
ValPositive(min(tm)) < ValPositive(tm)
ValPositive(mul(t1,t2)) < ValPositive(t1) A Val Positive(t2)
eval(val(i)) =i
eval(min(tm)) = —eval (tm)
eval(mul(t1,£2)) = eval (t1) = eval (t2)
rip(val(i)) = val (i)
rip(min(tm)) = rip(tm)
rip(mul(t1,12)) = mul(rip(t1),rip(t2))
. t ifx>0
pos(val(i)) = { f  otherwise
pos(min(tm)) = not(pos(tm))
pos(mul(t1,t2)) = if f(pos(t1), pos(t2))
Ny i ifb=t
sign(i,b) = { S ifb=f
Proof. Proven in theorem-13.prf. O

Theorems from ‘Week 4 PMT - Structural Induction’ [31]
Theorem B.14. ‘RevConcat’

Vxs:List.Vx : Int.reverse(append(xs,cons(x,nil))) = cons(x,reverse(xs))
where reverse is as defined in theorem B.10.
Proof. Proven in theorem-14.prf. O
Theorem B.15. ‘RevRev’
Vxs : List.reverse(reverse(xs)) = xs
where reverse is as defined in theorem B.10.

Proof. Proven in theorem-15.prf. O
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Theorem B.16. reverseA can do what reverse does
Vxs: List.reverseA(xs, nil) = reverse(xs)
where reverse is as defined in theorem B.10, and

reverseA(nil,ys) = ys
reverse A(cons(x,xs),ys) = reverseA(xs, cons(x,ys))

Proof. Proven in theorem-16.prf. O
Theorem B.17. g4 checks whether or not a list is a palindrome

Vxs:List.g4(xs) =t <> Pal(xs)
where reverse is as defined in theorem B.10, and

Vxs:List.Pal(xs) <> 3ys : List.xs = append(ys, reverse(ys))
v 3y : Int.xs = append(ys,append(cons(y, nil), reverse(ys)))
g4(xs) = g5(xs, nil)
85(nil,ys) = f
t if cons(x,xs) =ys
g5(cons(x,xs),ys) =1 t if xs = ys
g5(xs, cons(x,ys)) otherwise

Proof. Proven in theorem-17.prf. O

Theorems from “Week 4 Assessed PMT - Structural Induction” [30]
Theorem B.18. size and length does the same

Vt: Tree.size(t) = length(enc(t))
where a List is a list of Codes, and

Tree :: leaf : Int,node : Tree Tree
Code = nd,lf : Int
enc(leaf(x)) = cons(leaf(x),nil)
enc(node(t1,t2)) = append(cons(nd,enc(tl)),enc(t2))
size(leaf(x)) =1
size(node(t1,12)) =1+ size(t1) + size(+2)

Proof. Proven in theorem-18.prf. O
Theorem B.19. dec is reverse of enc

Vt: Tree.t = dec(enc(t))
where Tree, Code, and enc are as defined in the previous theorem, and

Pair : p:TreelList
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fst(p(x,y)) =x  snd(p(x,y)) =y
| fst(decAux(t)) if snd(decAux(t)) = nil
dec(t) = { leaf(0) otherwise

decAux(cons(1f(i),cds)) = p(leaf(i),cds)

decAux(cons(nd,cds)) = p(node( fst(decAux(cds)),
fst(decAux(snd(decAux(cds))))),
snd(decAux(snd(dexAux(cds)))))

Proof. Proven in theorem-19.prf. O

Theorem B.20. decd is reverse of encd
Vt:Tree.t = decd(encd(t))
where Tree, Code, are as defined in the previous theorems, and

ListC : nilC,consC : Code ListC
ListT = nilT,consT : Tree ListT
appendC and appendT are defined in the obvious way for ListC and ListT
encd(leaf(i)) = consC(lf (i), nilC)
encd(node(t1,t2)) = appendC(encd(t1),appendC(encd(t2), cons(nd, nilC)))
decd(cds) = decd Aux(cds, nilT)

decd Aux(nilC,consT(t,ts)) =t
decd Aux(consC(lf(i),cds),ts) = decd Aux(cds,cons(leaf (i), ts))
decd Aux(consC(nd,cds),consT(t1,consT(t2,ts))) = decd Aux(cds,consT (node(t1,t2),ts))

Proof. Proven in theorem-20.prf. O

Theorems from ‘Inductively Defined Functions’ [27]
Theorem B.21. g performs multiplication
Vi:Int.Vj:Int.[i>0Aj>0 — g(i,j) =ix]]
where
8(i,j) =§'(i,j,0,0)

'(i,j,ent,acc) ={ ¢ pent >
g (1,],cnt, “ | §'(,j,1+cnt,j+acc) otherwise

Proof. Proven in theorem-21.prf. A detailed walkthrough of the proof is available in sec-
tion E.4.2. O
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Theorem B.22. divMod finds the quotient and remainder

Vm:Int.Vn:Int.Vkl: Int.Vk2: Int.[p(k1,k2) = divMod(m,n) — m=kl*n+k2Ak2<n]

where
Pair : p:TreelList
fst(p(x,y)) =x  snd(p(x,y)) =y
divMod(m,n) = dm(m,n,0,0)
_ | p(ent,m—acc) ifacc+n>m
dm(m,n, cnt, acc) = { dm(m,n,cnt+1,acc+n) otherwise
Proof. Proven in theorem-22.prf. O

Theorem B.23. m is a power function
Vx:Int.[x 20— m(x)=2"]
where

m(x) =m'(x,0,1)

acc ifent <i

’ys
t = ,
m'(i,cnt, acc) { m'(i,cnt +1,2 % acc) otherwise

We did not produce a proof as SMT-LIB does not offer the power operator. Any proof
would thus require us to define out own ‘trusted” power operation, which would defeat the
purpose of proving the correctness of a power function.

Theorems from “Week 5 Tutorial - Induction over Recursively Defined Relations’
[35]

Theorem B.24. f and g are equivalent

Vn:Int.[n>0- f(n)=g(n)]

where
F(n) = 10+10*n if0<nAn<3
| f(n=1)* f(n-3) otherwise
(n) = 10+10 % n if0<nAn<3
8V =Y h(n,2,30,20,10)  otherwise

k1 if n = cnt

h(n, cnt, k1,k2,k3) = { h(n,cnt +1,k1 % k3,k1,k2) otherwise

We cannot produce a proof because the proof would require induction the definitions of
both f and h, which is not supported by Emmy.
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Theorems from “Week 5 PMT - Induction over Recursively Defined Sets, Rela-
tions and Functions’ [34]

Theorem B.25. min is commutative
Vi:Nat.Vj:Nat.Vk:Nat.[k =min(i,j) - k=min(j,i)]
where

Vn:Nat.min(n,z) =z
Vn:Nat.min(z,n) =z
Vn:Nat.Vn':Nat.Vk:Nat.[k =min(n,n") — s(k)=min(s(n),s(n))]

The proof requires an induction over k, which is not easy to perform as k is quantified
inside two other quantifications. We therefore prove

Vk:Nat.Vi:Nat.Vj:Nat.[k = min(i,j) — k=min(j,i)]
instead.
Proof. Proven in theorem-25.prf. O

The way in which min is defined makes the proof somehow complicated. We included
an alternative, simpler proof in theorem-25. prf, written using function definitions.

Theorem B.26. Induction principle of odd numbers implies induction principle of natural
numbers

[P(s(z)) A Vm:Nat.[Odd(m) A P(m) — P(s(s(m)))]
~ ¥ : Nat.[Odd(n) > P(n)]]
[[Odd(z) — P(z)] A Vm:Nat.[[Odd(m) - P(m)] - [Odd(s(m)) - P(s(m))]]
— ¥ : Nat.[Odd(n) > P(n)]]
where

Odd(s(z))
Vn :Nat.[Odd(n) — Odd(s(n))]

Proof. Proven in theorem-26.prf. O

Theorems from “Week 5 Assessed PMT’ [33]

This coursework asks for a proof of theorem B.22, which we have already proven.
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Example Programs for Section 9.3.3

An induction principle for theorem 9.4, defined in section 9.3.3, can be written as:

VI2:List.length(append(nil,12)) = length(nil) + length(12) (C1)
A
VIl: List.[VlZ :List.length(append(11,12)) = length(I11) + length(I2)

—

Vi:Int.VI2:List.length(append(cons(i,I1),12)) = length(cons(i,I1)) + length(lZ)]

We denote C.1 by ¢.

We produced some semantically equivalent variations of ¢, with minor syntactic differ-
enced with ¢. We denote the ith variation as ¢;. We then used Emmy to check whether or
not I', A, ¢ — ¢; holds, using Z3 as the underlying SMT solver.

The summary of results from all variations is as below:

Rename? Swap? Definition? | Proven?

1 Ve

2 + v

3 + v

4 + + v

5 + Ve

6 + + Ve

7 + +

8 + + + v

Table C.1: Summary of results.
Where

Rename means that we renamed the quantified variables in ¢’, like from Vx : T.¢ to Yy :

©.[y/x]¢.
Swap means that we swapped the induction cases in ¢'. like from A A B to B A A.

Definition means that we included function definitions in the justifications when proving.
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Proven means that the entailment is proven. ‘v"*’ means that Emmy did not call the SMT
solver because the two formulae are equivalent according to definition 4.7.

In a nutshell, the entailment is only not proved when we renamed quantified variables,
swapped induction cases, but did not provide function definitions as justifications.

1. ¢ is exactly the same as ¢;. SMT solver is not called.

2. (set-option :timeout 2000)
(set-logic AUFNIA)
(declare-sort type-Atom 0)
(declare-datatype
type-List
((term-nil) (func-cons (cons-0 Int) (cons-1 type-List))))
(declare-fun func-append (type-List type-List) type-List)
(declare-fun func-length (type-List) Int)
(assert
(and (forall
((term-12 type-List))
(=
(func-length (func-append term-nil term-12))
(+ (func-length term-nil) (func-length term-12))))
(forall
((term-11 type-List))
(=>
(forall
((term-12 type-List))
(=
(func-length (func-append term-11 term-12))
(+ (func-length term-11) (func-length term-12))))
(forall
((term-i Int))
(forall
((term-12 type-List))
(=
(func-length (func-append (func-cons term-i term-11) term-12))
(+
(func-length (func-cons term-i term-11))
(func-length term-12)))))))))
(assert
(forall
((term-1+0 type-List))
(= (func-append term-nil term-1+0) term-1+0)))
(assert
(forall
((term-12+0 type-List))
(forall
((term-11+0 type-List))
(forall
((term-i+0 Int))
(=
(func-append (func-cons term-i+0 term-11+0) term-12+0)
(func-cons term-i+0 (func-append term-11+0 term-12+0)))))))
(assert (= (func-length term-nil) 0))
(assert
(forall
((term-1+1 type-List))
(forall
((term-i+1 Int))
(=
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(func-length (func-cons term-i+l term-1+1))

(+ 1 (func-length term-1+1))))))
(assert
(not
(and (forall
((term-12 type-List))
(=

(func-length (func-append term-nil term-12))
(+ (func-length term-nil) (func-length term-12))))

(forall
((term-11 type-List))
(=>
(forall
((term-12 type-List))
(=

(func-length (func-append term-11 term-12))
(+ (func-length term-11) (func-length term-12))))

(forall

((term-i Int))

(forall
((term-12 type-List))
(=

(func-length (func-append (func-cons term-i term-11) term-12))

(+

(func-length (func-cons term-i term-11))

(func-length term-12))))))))))
(check-sat)

Output: (unsat)

(set-option :timeout 2000)
(set-logic AUFNIA)
(declare-sort type-Atom 0)
(declare-datatype
type-List

((term-nil) (func-cons (cons-0 Int) (cons-1 type-List))))
(declare-fun func-append (type-List type-List) type-List)

(declare-fun func-length (type-List) Int)
(assert
(and (forall

((term-12 type-List))

(=

(func-length (func-append term-nil

term-12))

(+ (func-length term-nil) (func-length term-12))))

(forall
((term-11 type-List))
(=>
(forall
((term-12 type-List))
(=

(func-length (func-append term-11 term-12))
(+ (func-length term-11) (func-length term-12))))

(forall

((term-i Int))

(forall
((term-12 type-List))
(=

(func-length (func-append (func-cons term-i term-11) term-12))

(+
(func-length (func-cons term-i
(func-length term-12)))))))))

term-11))
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(assert
(not
(and (forall
((term-11 type-List))
(=>
(forall
((term-12 type-List))
(=
(func-length (func-append term-11 term-12))
(+ (func-length term-11) (func-length term-12))))
(forall
((term-i Int))
(forall
((term-12 type-List))
(=
(func-length (func-append (func-cons term-i term-11) term-12))
(+
(func-length (func-cons term-i term-11))
(func-length term-12)))))))
(forall
((term-12 type-List))
(=
(func-length (func-append term-nil term-12))
(+ (func-length term-nil) (func-length term-12)))))))
(check-sat)

Output: (unsat)

4. (set-option :timeout 2000)
(set-logic AUFNIA)
(declare-sort type-Atom 0)
(declare-datatype
type-List
((term-nil) (func-cons (cons-0 Int) (cons-1 type-List))))
(declare-fun func-append (type-List type-List) type-List)
(declare-fun func-length (type-List) Int)
(assert
(and (forall
((term-12 type-List))
(=
(func-length (func-append term-nil term-12))
(+ (func-length term-nil) (func-length term-12))))
(forall
((term-11 type-List))
(=>
(forall
((term-12 type-List))
(=
(func-length (func-append term-11 term-12))
(+ (func-length term-11) (func-length term-12))))
(forall
((term-i Int))
(forall
((term-12 type-List))
(=
(func-length (func-append (func-cons term-i term-11) term-12))
(+
(func-length (func-cons term-i term-11))
(func-length term-12)))))))))
(assert
(forall
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((term-1+0 type-List))
(= (func-append term-nil term-1+0) term-1+0)))
(assert
(forall
((term-12+0 type-List))
(forall
((term-11+0 type-List))
(forall
((term-i+0 Int))
(=
(func-append (func-cons term-i+0 term-11+0) term-12+0)
(func-cons term-i+0 (func-append term-11+0 term-12+0)))))))
(assert (= (func-length term-nil) 0))
(assert
(forall
((term-1+1 type-List))
(forall
((term-i+1 Int))
(=
(func-length (func-cons term-i+l term-1+1))
(+ 1 (func-length term-1+1))))))
(assert
(not
(and (forall
((term-11 type-List))
(=>
(forall
((term-12 type-List))
(=
(func-length (func-append term-11 term-12))
(+ (func-length term-11) (func-length term-12))))
(forall
((term-i Int))
(forall
((term-12 type-List))
(=
(func-length (func-append (func-cons term-i term-11) term-12))
(+
(func-length (func-cons term-i term-11))
(func-length term-12)))))))
(forall
((term-12 type-List))
(=
(func-length (func-append term-nil term-12))
(+ (func-length term-nil) (func-length term-12)))))))
(check-sat)

Output: (unsat)

5. ¢ is exactly the same as ¢5. SMT solver is not called.

6. (set-option :timeout 2000)
(set-logic AUFNIA)
(declare-sort type-Atom 0)
(declare-datatype
type-List
((term-nil) (func-cons (cons-0 Int) (cons-1 type-List))))
(declare-fun func-append (type-List type-List) type-List)
(declare-fun func-length (type-List) Int)
(assert
(and (forall
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((term-12 type-List))
(=
(func-length (func-append term-nil term-12))
(+ (func-length term-nil) (func-length term-12))))
(forall
((term-11 type-List))
(=>
(forall
((term-12 type-List))
(=
(func-length (func-append term-11 term-12))
(+ (func-length term-11) (func-length term-12))))
(forall
((term-i Int))
(forall
((term-12 type-List))
(=
(func-length (func-append (func-cons term-i term-11) term-12))
(+
(func-length (func-cons term-i term-11))
(func-length term-12)))))))))
(assert
(forall
((term-1+0 type-List))
(= (func-append term-nil term-1+0) term-1+0)))
(assert
(forall
((term-12+0 type-List))
(forall
((term-11+0 type-List))
(forall
((term-i+0 Int))
(=
(func-append (func-cons term-i+0 term-11+0) term-12+0)
(func-cons term-i+0 (func-append term-11+0 term-12+0)))))))
(assert (= (func-length term-nil) 0))
(assert
(forall
((term-1+1 type-List))
(forall
((term-i+1 Int))
(=
(func-length (func-cons term-i+l term-1+1))
(+ 1 (func-length term-1+1))))))
(assert
(not
(and (forall
((term-12 type-List))
(=
(func-length (func-append term-nil term-12))
(+ (func-length term-nil) (func-length term-12))))
(forall
((term-1- type-List))
(=>
(forall
((term-12 type-List))
(=
(func-length (func-append term-1- term-12))
(+ (func-length term-1-) (func-length term-12))))
(forall
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((term-i- Int))

(forall

((term-12 type-List))

(=
(func-length (func-append (func-cons term-i- term-1-) term-12))
(+
(func-length (func-cons term-i- term-1-))
(func-length term-12))))))))))

(check-sat)

Output: (unsat)

7. (set-option :timeout 2000)
(set-logic AUFNIA)
(declare-sort type-Atom 0)
(declare-datatype
type-List
((term-nil) (func-cons (cons-0 Int) (cons-1 type-List))))
(declare-fun func-append (type-List type-List) type-List)
(declare-fun func-length (type-List) Int)
(assert
(and (forall
((term-12 type-List))
(=
(func-length (func-append term-nil term-12))
(+ (func-length term-nil) (func-length term-12))))
(forall
((term-11 type-List))
(=>
(forall
((term-12 type-List))
(=
(func-length (func-append term-11 term-12))
(+ (func-length term-11) (func-length term-12))))
(forall
((term-i Int))
(forall
((term-12 type-List))
(=
(func-length (func-append (func-cons term-i term-11) term-12))
(+
(func-length (func-cons term-i term-11))
(func-length term-12)))))))))
(assert
(not
(and (forall
((term-1- type-List))
(=>
(forall
((term-12 type-List))
(=
(func-length (func-append term-1- term-12))
(+ (func-length term-1-) (func-length term-12))))

(forall
((term-i- Int))
(forall
((term-12 type-List))
(=
(func-length (func-append (func-cons term-i- term-1-) term-12))
(+

(func-length (func-cons term-i- term-1-))
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(func-length term-12)))))))
(forall
((term-12 type-List))
(=
(func-length (func-append term-nil term-12))
(+ (func-length term-nil) (func-length term-12)))))))
(check-sat)

Output: (unknown)

8. (set-option :timeout 2000)
(set-logic AUFNIA)
(declare-sort type-Atom 0)
(declare-datatype
type-List
((term-nil) (func-cons (cons-0 Int) (cons-1 type-List))))
(declare-fun func-append (type-List type-List) type-List)
(declare-fun func-length (type-List) Int)
(assert
(and (forall
((term-12 type-List))
(=
(func-length (func-append term-nil term-12))
(+ (func-length term-nil) (func-length term-12))))
(forall
((term-11 type-List))
(=>
(forall
((term-12 type-List))
(=
(func-length (func-append term-11 term-12))
(+ (func-length term-11) (func-length term-12))))

(forall
((term-i Int))
(forall
((term-12 type-List))
(=
(func-length (func-append (func-cons term-i term-11) term-12))
(+

(func-length (func-cons term-i term-11))
(func-length term-12)))))))))
(assert
(forall
((term-1+0 type-List))
(= (func-append term-nil term-1+0) term-1+0)))
(assert
(forall
((term-12+0 type-List))
(forall
((term-11+0 type-List))
(forall
((term-i+0 Int))
(=
(func-append (func-cons term-i+0 term-11+0) term-12+0)
(func-cons term-i+0 (func-append term-11+0 term-12+0)))))))
(assert (= (func-length term-nil) 0))
(assert
(forall
((term-1+1 type-List))
(forall
((term-i+1 Int))
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(=
(func-length (func-cons term-i+l term-1+1))
(+ 1 (func-length term-1+1))))))
(assert
(not
(and (forall
((term-1- type-List))
(=>
(forall
((term-12 type-List))
(=
(func-length (func-append term-1- term-12))
(+ (func-length term-1-) (func-length term-12))))

(forall
((term-i- Int))
(forall
((term-12 type-List))
(=
(func-length (func-append (func-cons term-i- term-1-) term-12))
(+

(func-length (func-cons term-i- term-1-))
(func-length term-12)))))))
(forall
((term-12 type-List))
(=
(func-length (func-append term-nil term-12))
(+ (func-length term-nil) (func-length term-12)))))))
(check-sat)

Output: (unsat)

Notice that we raised the time limit to 2000ms when checking these entailments.
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Program Language

Here we specify the concrete syntax of the language described in chapter 5, using (extended)
BNF notation, where ‘+” means the repeating a rule for one or more times, and “+” means
the repetition a rule for zero or more times.

The syntax of the program language is based on LISP’s s-expressions [62]. Due to the
heavy use of brackets, we omit all quotation marks around literal. We also use LISP sym-
bols to denote logic connectives, mathematical operators, and step names. Such terms are
displayed using a monospaced typeface without any quotation marks. Terms ( enclosed
by brackets ) must have whitespaces between them.

Comment

(Comment) := A markdown text enclosed by double quotation marks

Terms Notice that in the rule for Conditional terms we reference the rule for Formula.

(TermlIdentifier) ::= Strings that starts with a lower-case letter, and contains only letters, digits, and
hyphens

(Functionldentifier) ::= (Termldentifier) | + | = | * | /

(Digit) :=:= ‘0" to ‘9’

(Sign) == "+" | =" | (Empty)

(Integer) == (Sign)(Digit)+

(Conditional) := (if (Formula) (Term) (Term))

(FunctionApplication) ::= ( (Functionldentifier) (Term)+)

(Term) ::= (Termldentifier) | (Integer) | (Conditional) | (FunctionApplication)

Formulae

(Propositionldentifier) ::= Strings that starts with an upper-case letter, and contains only letters, digits,
and hyphens

(Typeldentifier) = (Propositionldentifier)

(Predicateldentifier) ::= (Propositionldentifier) | = | < | >
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(PredicateApplication) ::= ( (Predicateldentifier) (Term)+ )

(Negation) ::= (Not (Formula) )

(BinaryConnective) := And | Or | Implies | If-and-only-if
(BinaryFormula) = ( (BinaryConnective) (Formula) (Formula) )
(Quantifier) := Forall | Exists

(Quantification) == ( (Quantifier) (Typeldentifier) (Term) (Formula) )
(InductionMarker) == ( Ind: (StepNumber) (Formula)) | ( Ind: (Formula))

(Formula) := (Propositionldentifier) | (PredicateApplication) | (Negation)
| (BinaryFormula) | (Quantification) | (InductionMarker)

Steps
(StepNumber) ::= A string of letters, numbers, and hyphens
(Rule) := A string that ends with “:’

(Justification) == Given | ?
| ({(Rule) (StepNumber)*) | ( (StepNumber)* )

(SimpleStep) ::= [ (StepNumber) (Formula) (Justification) ]
(AssumptionStep) = [ (StepNumber) Assume (Formula) (Step)+ ]
(IntroductionStep) = [ (StepNumber) Take (Typeldentifier) (Termldentifier) (Step)+ ]

(IntroductionWithAssumptionStep) ::= [ (StepNumber) Take (Typeldentifier) (Termldentifier) such that
(Formula) (Step)+ ]

(InductionHypothesis) ::= Take (Typeldentifier) (Termldentifier) |
| Take (Typeldentifier) (Termldentifier) such that (Formula)

(InductionCaseBody) ::= (Step)* | By (Justification)
(InductionCase) ::= [ (InductionHypothesis)* Show (Formula) (InductionCaseBody) ]

(InductionStep) ::= [ (StepNumber) Induction (Formula) (InductionCase)* ]
| [ (StepNumber) Induction on (StepNumber) (Formula) (InductionCase)* ]

(Equality) == = (Term) (Justification)
(EqualitiesStep) ::= [ (StepNumber) = (Term) (Equality)+ ]

(Step) == (SimpleStep) | (AssumptionStep) | (IntroductionStep) | (IntroductionWithAssumptionStep) |
(InductionStep) | (EqualitiesStep)

Declarations
(TypeDeclaration) := [ Type (Typeldentifier) ]
(TermDeclaration) ::= [ Term (Typeldentifier) (Termldentifier) ]

(DataCase) =:= [ (Termldentifier) (Typeldentifier)* ]
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(DataStructureDeclaration) ::= [ Data (Typeldentifier) (DataCase)+ ]
(FunctionDeclaration) ::= [ Function (Termldentifier) (Typeldentifier)+ -> (Typeldentifier) |
(PredicateDeclaration) ::= [ Predicate (Propositionldentifier) (Typeldentifier)+ ]

Declaration) := (TypeDeclaration) | (TermDeclaration) | (DataStructureDeclaration
yp
| (FunctionDeclaration) (PredicateDeclaration)

Lemmas

(Lemmay) == [ (StepNumber) (Formula) |

Definitions

(DefinitionCaseCondition) ::= (Formula) | otherwise
(DefinitionCase) ::= [ (DefinitionCaseCondition) (Term) |

(Definition) := [ (StepNumber) (FunctionApplication) (Term) ]
| [ (StepNumber) (FunctionApplication) cases (DefinitionCase)+ ]

Program

(Section) ::= { Declare (Declaration)* }
| {Lemma (Lemma)* }
| {Define (Definition)* }
| {Proof (Formula) (Step)* }
| (Comment)

(Program) ::= (Section)*

We use rounded brackets (( )) for things that resemble function applications, such as
terms and formulae. We use square brackets ([ ]) for items in a list, such as declarations and
steps. We use curly brackets ({ }) for program sections. We use different brackets for mere
cosmetic reasons. There is no semantic difference between these three types of brackets, and
the Racket parser treats them as the same.
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Appendix E

Example Proofs

Here are some example proofs that demonstrate the range of theories tha can be proven
using Emmy, as well as how Emmy’s approach compares to exsting proof methods. This
chapter may also be used as a guide to writing proofs in EMmy, especially because we prove
a number of examples from the lecture notes.

First, we present a proof carried out in the ‘traditional” way, either by ‘box” style natural
deduction (see 2.1.2), or by a stylised proof (see 2.1.3) We then provide a EMmy program that
proves the same thing, written in the concrete syntax of Emmy, which means that they are
valid inputs to EMmy and can be automatically checked.

All proofs in this chapter are included in the examples directory in the project repository.

E.1 Propositional Logic

For proofs in propositional logic, we can write everything in one proof section. There are
no terms not predicates, so nothing needs to be declared or defined. We may use a lemma
section to provide existing, proven, lemmas, if we wish.

E.1.1 Peirce’s Law

Theorem E.1. Peirce’s Law

((P ->Q)~ P).

Using ‘box” style natural deduction, we can prove that Peirce’s Law holds, as below:

1. (P-Q)-P Assume

2. -P Assume

3. P Assume

4. 1 1-Intro 32

5. 1-Elim 4

6. P-0Q —-Intro 5 3

7. P —-Elim 3 1

8. L 1-Intro27

9. —~=P —-Intro 2 8
10. P -—-Elim 9
11 (P->Q)—>P)>P —-Intro110
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We can replace each assumption with an assumption step, and drop all invocations of
natual deduction rules, to obtain the following proof in our language:

{Proof (Implies (Implies (Implies P Q) P) P)

[7 Assume (Implies (Implies P Q) P)
[2 Assume (Not P)

[3 Assume P
[4 Bottom (3 2)]
[5Q (Y11
[6 (Implies P Q) (5 3)]
(7 P (3 1)]

[8 Bottom (2 7)1]
[9 (Not (Not P)) (2 8]
[10 P (9)]]
[G (Implies (Implies (Implies P Q) P) P) (I 10)]
}

We changed the number of the last step to ‘G’, which is the idiomatic name for the last
step, which is required to be equivalent to the goal.

Notice in the above proof, we still make reference to the assumption, when we take things
out of an assumption, that is, when performing an arrow introduction. As described in
section 6.4.2, they are not needed. We could drop those references in justifications, and
rewrite the proof as:

{Proof (Implies (Implies (Implies P Q) P) P)

[ Assume (Implies (Implies P Q) P)
[2 Assume (Not P)

[3 Assume P
[4 Bottom (3 2)]
[5Q (1]
[6 (Implies P Q) (5)]
[7 P (3 1]

[8 Bottom (2 7)]]
[9 (Not (Not P)) (8)]
[10 P (9]]
[17 (Implies (Implies (Implies P Q) P) P) (10)]
}

However, since we do not use natural deduction rules at all, it is possible to greatly sim-
plify the proof, for example, we may obtain L from the assumptions (P - Q) - P and -P
directly:

{Proof (Implies (Implies (Implies P Q) P) P)

[7 Assume (Implies (Implies P Q) P)
[2 Assume (Not P)

132



© ® N o W

E.2. FIRST-ORDER LOGIC Chapter E. Example Proofs

[8 Bottom (1 2)]]
[9 (Not (Not P)) (8]
[10 P (9)]]
[G (Implies (Implies (Implies P Q) P) P) (10)]
}

Or, since Peirce’s law is valid, we can skip all steps, and obtain the result in one step:

{Proof (Implies (Implies (Implies P Q) P) P)
[G (Implies (Implies (Implies P Q) P) P) ()]
}

This proof is included in example-propositional-1.prf.

E.2 First-order Logic

E.2.1 Non-sorted First-order Logic
In classical, non-sorted first-order logic, we have the following theorem:

Theorem E.2. Not forall is equivalent to exists not
-Vx.P(x) and 3x.-P(x) are equivalent, for any predicate P.

It can be proven by:

1. -Vx.P(x) Assume
2. —3x.-P(x) Assume
3. a V-Intro const
4. -P(a) Assume
5. Jx.-P(x) 3-Intro 4
6. 1 L-Intro 2 5
7. --P(a) —-Intro 4 6
8. P(a) ~—-Elim 7
9. Vx.P(x) V-Intro 3 8
10. 1 1-Intro19
11. --3x.~P(x) —-Intro 2 10
12. 3x.~P(x) ——-Elim 11
13. J3x.-~P(x) Assume
14. -P(a) Assume
15. Vx.P(x) Assume
16. P(a) V-Elim 15
17. 1 L-Intro 14 16
18. -Vx.P(x) —-Intro 15 17
19. —Vx.P(x) 3-Elim 13 14 18
20. -Vx.P(x) < 3x.-P(x) <>-Intro1121319
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The above proof is of special interest to us as it uses all four natural deduction rules
involving first-order quantifiers.

To prove a theory in non-sorted first-order logic in our system, we assign the Atom type
to all constants and variables occuring in the original theory, and declare each predicate as
one predicate that takes a certain number of Atoms. The above proof can thus be translated
into:

{Declare
[Predicate P Atom]}

{Proof (If-and-only-if (Not (Forall Atom x (P x)))
(Exists Atom x (Not (P x))))
[1 Assume (Not (Forall Atom x (P x)))
[2 Assume (Not (Exists Atom x (Not (P x))))
[3 Take Atom a
[4 Assume (Not (P a))
[6 (Exists Atom x (Not (P x))) (4]
[6 Bottom (2 5)]]
[7 (Not (Not (P a))) (6)]
[8 (P a) (7M]]
[9 (Forall Atom x (P x)) (8)]
[10 Bottom (9 1)]]
[17 (Not (Not (Exists Atom x (Not (P x))))) (10)]
[12 (Exists Atom x (Not (P x))) (11)]1]

[13 Assume (Exists Atom x (Not (P x)))
[14 Take Atom a such that (Not (P a))
[15 Assume (Forall Atom x (P x))
[16 (P a) (15)]
[17 Bottom (16 14)1]
[18 (Not (Forall Atom x (P x))) (17)1]]
[19 (Not (Forall Atom x (P x))) (13 18)1]

[20 (If-and-only-if (Not (Forall Atom x (P x)))
(Exists Atom x (Not (P x))))
(12 19)]

When we introduce an arbitrary variable to prove that some property holds for all vari-
ables of that type, we use an introduction step to take an arbitrary variable. When we in-
troduce an variable and assume that it satisfies some properties to perform 3-Elimination,
we use an introduction step with assumptions, and refer to the step in which the existential
quantification if proved in the step where we perform 3-Elimination.

Notice that we have also removed all unnecessary references to assumptions.

Since theorem E.2 is true, we can also skip to the result in one step:

{Declare
[Predicate P Atom]}
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{Proof (If-and-only-if (Not (Forall Atom x (P x)))
(Exists Atom x (Not (P x))))
[¢ (If-and-only-if (Not (Forall Atom x (P x)))
(Exists Atom x (Not (P x))))
0]l

This proof is included in example-first-order-1.prf.

E.2.2 Stylised Proof in Non-sorted First-order Logic

Theorem E.3. Green Dragons are Happy
Given that the following facts about dragons are true:

—_

. A dragon is happy if all of its children can fly.
2. All green dragons can fly.
3. Something is green if at least one of its parents is green.
4. All of the children of a dragon are also dragons.
5. If y is a child of x, then x is a parent of y.
and that, all green dragons are happy

Theorem E.3 appeared in the reasoning about programs lecture notes, as an exercise for
constructing stylised proofs [29]. We will not present the natural deduction proof here as it
has over 30 steps, but it is available in the lecture notes and included in the example program
example3.prf. A stylised proof in the lecture notes uses proves the same theorem with only
11 steps. Formulated in our language, the stylised proof would be:

{Declare
[Predicate Dragon Atom]
[Predicate Green Atom]
[Predicate Fly Atom]
[Predicate Happy Atom]
[Predicate Parent-of Atom Atom]
[Predicate Child-of Atom Atom]}

{Lemma
[ (Forall Atom x
(Implies (And (Dragon x)
(Forall Atom y
(Implies (Child-of y x) (Fly y))))
(Happy x)))]
[2 (Forall Atom x
(Implies (And (Green x)
(Dragon x))
(Fly x)))]
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[3 (Forall Atom x
(Implies (Exists Atom y

(And (Parent-of y x)
(Green y)))

(Green x)))]
[4 (Forall Atom x
(Forall Atom y
(Implies (And (Child-of x y)

(Dragon y))
(Dragon x))))]

[5 (Forall Atom x
(Forall Atom y
(Implies (Child-of x y)

(Parent-of y x))))]

{Proof (Forall Atom x (Implies (Dragon x)

(Implies (Green x) (Happy x))))

[I Take Atom smaug
[ass1 Assume (Dragon smaug)
[ass2 Assume (Green smaug)

[6 (Forall Atom x (Forall Atom y (Implies (And (Parent-of y x)
(Green y))
(Green x))))

(3]
[7 (Forall Atom x (Forall Atom y (Implies (And (Child-of x y)
(Green y))
(Green x))))
(5 6]

[8 (Forall Atom x (Implies (Child-of x smaug)
(Green x)))
(7 ass2)]
[9 (Forall Atom x (Implies (Child-of x smaug)
(Dragon x)))
(4 ass1)]
[10 (Forall Atom x (Implies (Child-of x smaug)
(And (Green x) (Dragon x))))

(8 9]
[11 (Forall Atom x (Implies (Child-of x smaug)
(Fly x)))
(10 2)]

[12 (Happy smaug) (I assi 11)]1]

[13 (Implies (Green smaug) (Happy smaug)) (12)]1]
[74 (Implies (Dragon smaug) (Implies (Green smaug) (Happy smaug))) (13)]1]
[G (Forall Atom x
(Implies (Dragon x) (Implies (Green x) (Happy x))))
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The ‘facts about dragons’, which are “given’ to us, are put into a lemma section to separate
them from the rest of the proof. Its is also possible to write them as steps Given to be true,
but it would use more space.

Our representation uses slightly more steps because we need to take results out from
assumptions, one assumption at a time. If we allow access to results obatined within nested
assumptions, as defined in definition 6.14, then we could also omit steps 13 and 14.

Notice that E.3 can be proven directly in one step as well:

¢ {Proof (Forall Atom x (Implies (Dragon x)

69 (Implies (Green x) (Happy x))))
70 [G (Forall Atom x (Implies (Dragon x)

7 (Implies (Green x) (Happy x))))
7 (1 2 3 4 5]

73 }

This proof is included in example-first-order-2.prf.

E.2.3 Stylised Proof in Many-sorted First-order Logic

The lecture note formalises the theorem using non-sorted logic, where the predicate Dragon(x)
is used to say that ‘x is a dragon’. We could represent the same statement using a type
Dragon, so that if a term has type Dragon, it is a dragon. The proof could then be written as:

1 {Declare
2 [Type Dragon]

4 [Predicate Green Dragon]

5 [Predicate Fly Dragon]

6 [Predicate Happy Dragon]

7 [Predicate Parent-of Dragon Dragon]
8 [Predicate Child-of Dragon Dragon]}

10 {Lemma
n  [1 (Forall Dragon x (Implies (Forall Dragon y (Implies (Child-of y x) (Fly y)))
12 (Happy x)))]

13 [2 (Forall Dragon x(Implies (Green x) (Fly x)))]

14 [3 (Forall Dragon x (Implies (Exists Dragon y (And (Parent-of y x) (Green y)))
15 (Green x)))]

16 [4 (Forall Dragon x (Forall Dragon y (Implies (Child-of x y) (Parent-of y x))))]
17 }

Ju
o

{Proof (Forall Dragon x (Implies (Green x) (Happy x)))
20

21 [I Take Dragon smaug

2 [ass! Assume (Green smaug)

23 [5 (Forall Dragon x (Forall Dragon y

24 (Implies (And (Parent-of y x) (Green y))
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(Green x))))
(]
[6 (Forall Dragon x (Forall Dragon y
(Implies (And (Child-of x y)
(Green y))
(Green x))))
(4 51
[7 (Forall Dragon x (Implies (Child-of x smaug)
(Green x)))

(6 ass1)]
[8 (Forall Dragon x (Implies (Child-of x smaug)
(Fly x)))
(7 2)]

[9 (Happy smaug) (I assi 8)]]
[10 (Implies (Green smaug) (Happy smaug)) (9)]]
[G (Forall Dragon x (Implies (Green x) (Happy x))) (10)]
}

Since we now represent some of the information in the theorem with types, the length
of the proof is even shorter.
This proof is included in example-first-order-3.prf.

E.3 Arithmetics

Both SMT solvers we use have extensive support for

Theorem E.4.
Va,y: Z.(x+y)? = x>+ y* + 2xy

E.4 Induction

Inductive reasoning is extremely useful when reasoning about functional programs, where
recursively defined functions and data structures are used extensively. However, the SMT
solvers we researched have limited inductive reasoning capailities: Z3 cannot prove ‘induc-
tive facts’ [46], and as we will show in this section, neither Z3 nor CVC4 could perform
induction over function definitions.

Therefore, EMmy cannot directly prove inductive statements using the underlying solvers.
Instead, the user must explicitly instruct our system to perform induction, and our system
will generate suitable induction principles for this purpose. In this section we present how
induction is performed, how inductive proofs are structured in our system, and how do they
compare to stylised proofs.

We discuss the exact proving abilities of SMT solvers in section 9.3.

E.4.1 Over Recursive Data Structures

For recursive data structures, we
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Consider the following definitions, adapted from the lecture notes [28] :
data List = nil | comns Int List

append :: List -> List -> List
rev :: List -> List

append nil 1 =1
append (cons x xs) 1 = cons x (append xs 1)

rev nil = nil
rev (cons x xs) = append (rev xs) (cons x nil)

We wish to prove that

Theorem E.5. Forany Lists11iand 12, rev (append 11 12)isequaltoappend (rev 12) (rev 11).

We can use the following lemmas for the proof:

Lemma E.1. append has right identity
Forall List 1, append 1 nilisequaltol

Lemma E.2. append is associative

ForallList11,12,and 13, append (append 11 12) 13isequaltoappend 11 (append 12 13).

Before we proceed to prove E.5, we express the data structure declarations, function
declarations, and function definitions in our language:

{Declare
[Data List [nil] [cons Int List]]
[Function append List List -> List]
[Function rev List -> List]}

{Define
lappend-1 (append nil 1) 1]
Lappend-2 (append (cons x xs) 1) (cons x (append xs 1))]

[rev-1 (rev nil) nil]
[rev-2 (rev (cons x xs)) (append (rev xs) (cons x nil))]}

Then, we put the two lemmas available into a lemma section:

{Lemma
lappend-ident (Forall List 1 (= (append 1 nil) 1))]
Lappend-assoc (Forall List 11
(Forall List 12
(Forall List 13 (= (append (append 11 12) 13)
(append 11 (append 12 13))))))1}

! The lecture notes do not give explicit definitions for [] and ++, which correspondes to List and append in
our definitions. Instead, it uses a few lemmas about the properties of ++. Our definition of append is the same
as the definition of ++ in the Haskell prelude [22].

Also notice that our Lists are not polymorphic, because we have not implemented parametric polymorphism.

139



19

20

21

22

23

24

25

26

27

28

29

30

31

32

33

34

35

36

37

38

39

E.4. INDUCTION Chapter E. Example Proofs

We start the proof by stating our goal:

{Proof (Forall List 11 (Forall List 12
(= (rev (append 11 12))
(append (rev 12) (rev 11)))))

The actual proof clearly requires structural induction. We choose to perform induction
over the definition 11, and split the goal into two cases: one base case and one inductive
case.

To begin, we write an induction step. Since we will be able to prove the goal of the proof
in one step, we name this step G, for ‘goal:

[G Induction (Forall List 11 (Forall List 12
(= (rev (append 11 12))
(append (rev 12) (rev 11)))))

Then comes the base case, in which we do not make any induction hypothesis, and show
directly, by definition and lemma E.1, that the theorem E.5 holds when 11 is replaced by nil.

[Show (Forall List 12 (= (rev (append nil 12))
(append (rev 12) (rev nil))))

By (append-ident append-1 rev-1)]

For the induction step, we make some assumptions. We first take an List 11, and make
the inductive hypothesis that theorem E.5 holds for 11. Then, we take an arbitrary Int x,
and prove that the property holds for cons x 11.

[Take List 11 such that (Forall List 12 (= (rev (append 11 12))
(append (rev 12) (rev 11))))
Take Int x
Show (Forall List 12 (= (rev (append (cons x 11) 12))
(append (rev 12) (rev (coms x 11)))))

The subproof for this case is relatively straightforward. We build up a chain of equalities
to show that the term rev (append (cons x 11) 12) is equal to some intermediate result,
and eventually, that it is equal to append (rev 12) (rev (cons x 11)), which is the goal
we wish to prove in this case.

[II Take List 12
[T = (rev (append (cons x 11) 12))
(rev (cons x (append 11 12))) (append-2)
(append (rev (append 11 12)) (cons x nil)) (rev-2)
(append (append (rev 12) (rev 11))
(cons x nil)) (%Hypo)
(append (rev 12)
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(append (rev 11) (cons x nil))) (append-assoc)
= (append (rev 12) (rev (coms x 11))) (rev-2)111

Notice that in the third equality, we refer to the induction hypothesis that the property
holds for 11, by using %Hypo as a justification.

Notice that we cannot prove theorem E.5 without explicitly stating that we wish to per-
form induction. As neither Z3 nor CVC4 seem to be able to prove E.5 in its original form
directly. The correctness of the following proof cannot be determinined, so it would be con-
sidered incorrect by out system, although semantically it is correct.

{Proof (Forall List 11 (Forall List 12
(= (rev (append 11 12))
(append (rev 12) (rev 11)))))

[G (Forall List 11 (Forall List 12
(= (rev (append 11 12))

(append (rev 12) (rev 11)))))
(append-1 append-2 rev-1 rev-2 append-ident append-assoc)]

However, we can use an induction marker to instruct the system to perform induction
over 11. Emmy will generate induction principles for all formulae marked by induction mark-
ers, so we are now asking the underlying solver to prove the generated inductive principle,
instead of the original formula.

The following program, which puts the entire goal inside an induction marker, will be

Ju

8

19

20

21

23

24

26

deemed correct:

{Proof (Forall List 11 (Forall List 12
(= (rev (append 11 12))
(append (rev 12) (rev 11)))))

[G (Ind:

(Forall List 11 (Forall List 12

(= (rev (append 11 12))

(append (rev 12) (rev 11))))))

(append-1 append-2 rev-1 rev-2 append-tident append-assoc)]

This proof is included in theorem-10.prf.

Another Example: Two Different sum Functions

Consider another set of definitions adapted from the lecture notes [28]:

data List = nil |

sum ::

List -> Int

cons Int List
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sum nil = O
sum (cons i is) = i + sum is

sumTr :: List -> Int -> Int
sumTr nil k = k
sumTr (cons i is) k = sumTr is (i + k)

We wish to prove that

Theorem E.6. sum is and sumTr is 0 are equal
Forall List is, sum isis equal to sunTr is O.

We begin the proof by declaring the types and functions, and defining the functions:

{Declare
[Data List [nil] [cons Int List]]
[Function sum List -> Int]
[Function sumTr List Int -> Int]}

{Define
[sum-B (sum nil) O]
[sum-I (sum (cons i is)) (+ i (sum is))]

[sumTr-B (sumTr nil k) k]
[sumTr-I (sumTr (cons i is) k) (sumTr is (+ i k))]1}

It is mostly a straightforward translation from the Haskell definitions.
We first state our proof goal:

{Proof (Forall List is (= (sum is) (sumTr is 0)))

Directly proving theorem E.6 is not possible. We need to first prove a stronger theorem
which entails theorem E.6:

Theorem E.7. x + sum is and sumTr is x are equal
Forall List is, and integer x, x + sum is is equal to sunTr is x.

We prove theorem E.7 in an induction step.

[L Induction
(Forall List is (Forall Int x (= (+ x (sum is)) (sumTr is x))))

[Take Int x

Show (= (+ x (sum nil)) (sumTr nil x))
By (sum-B sumTr-B)]

[Take List is such that (Forall Int x (= (+ x (sum is)) (sumTr is x)))
Take Int i
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Take Int x

Show (= (+ x (sum (cons i is))) (sumTr (cons i is) x))
By (sum-I sumTr-I }Hypo)]]

The goal would follow directly.

[G@ (Forall List is (= (sum is) (sumTr is 0))) (L)1}

This proof is included in theorem-11.prf.

E.4.2 Over Recursive Function Definitions

When proving properties of recursively defined functions, we split

Consider the following definitions of functions g and g', taken from the lecture notes

[27]:

g ::

Int -> Int -> Int

gij=gpijo0o0

gl

gl
|
I

:: Int -> Int -> Int -> Int -> Int

i j cnt acc

cnt >= 1 = acc

otherwise = gp i j (1 + cnt) (j + acc)

Which, mathematically, is equivalent to:

g(i,j) = §'(i,j,0,0)
acc ifent>i

I _
g (l,],cnt,tlcc) = { g,(i/jll +CTlt,j+ﬂCC) otherwise

Notice that although in ‘normal’ cases,
The lecture notes then gives the following theorem and proves it via induction in a

stylised proof:

Theorem E.8. g performs multiplication

For all non-negative integers x, y, g x yisequaltox * y.

We need to limit the domain to positive integers, because while
To prove the above, we need to prove the following lemma:

Lemma E.3. g' performs multiplication

For all non-negative integers x and y, and integers cnt and integer acc, if x is greater

than or equal to cnt, then g' x y cnt accisequalto (x - cnt) * y + acc.

As before, we limit the range of x and y by assuming them to be non-negative. We also

assume cnt to be less than or equal to x, because we only care what happens if we call

gl

x y 0 0 when calling g x y. We don’t care what happens if g' is applied other argu-

ments.

It is easy to see that if lemma E.3 is true, theng' x y 0 0 would be equal to x * y, and

theorem E.8 would hold according to the definition of g.

To begin with our proof, as before, we first declare the functions:
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{De
[F
[F

clare
unction g Int Int -> Int]
unction gp Int Int Int Int -> Int]}

We

renamed g' to gp as our syntax does not support ' in identifiers. As our built-in Int type

includes negative integers, we will add range constraints as assumptions when formulating

the

theorem and in our proof.
The definition of g is straightforward. While for g', we use a function definition with

cases that corresponds with the cases in the Haskell definition we wrote with guards.

{De

fine

[g-1 (g i 3j) (gp i j 0 0O)]
[gp-1 (gp i j cnt acc)

cases
[(>= cnt i) acc]
[otherwise (gp i j (+ 1 cnt) (+ j acc))]]

Our proof goal would be theorem E.8. We state the non-negativity of x and y explicitly,

by making it the antecedent of the theorem we wish to prove.

{Pr

oof (Forall Int x
(Forall Int y
(Implies (And (>= x 0) (>= y 0))
= (Egxy) xxy)))))

We first prove lemma E.3 in one induction step. We state that we are performing induc-

tion on the definition of gp-1. Then, we use an induction marker in the goal of the induction
step to mark the ‘body” of lemma E.3 inside the quantifiers. Like before, we state that x and
y are non-negative explicitly.

L

L Induction on gp-1
(Forall Int x (Implies (>= x 0)
(Forall Int y (Implies (>= y 0)
(Forall Int cnt
(Forall Int acc
(Implies (>= x cnt)
(Ind: (= (gp x y cnt acc)
(+ (* (= x cnt) y) acc)l)))II))

We

name this step L as we prove the lemma in this step.
The definition gp-1 contains two cases. We first deal with the base case, where x is less

than or equal to cnt, and gp x y cnt accis equal to acc:

[Take Int x such that (>= x 0)
Take Int y such that (>= y 0)
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Take Int cnt
Take Int acc

Show (Implies (= cnt x)
(= acc (+ (x (- x cnt) y) acc)))
By O]

Notice that since the case condition that x < cnt and x > cnt both holds, we only need
to prove that the property holds when x is equal to cnt. EMmy is good at handling minor
variations across equivalent arithmetic properties.

The goal of the base case can be easily proven without any justification, so we just write
By Q.

We then move on to the induction step. In the definition of g', the case condition for
the second case is otherwise. However, since we require function definition cases to be
exhaustive, and that there are only two cases, we can write cnt < x as the case condition,
which is the negation of the condition of the first case.

In an inductive step, we need to introduce an ‘result’ variable r, whose value is equal to
the result of the recursive call. We also assume that the lemma E.3, the inductive property
we wish to prove, holds for r. Then, we proceed to prove that under these assumptions, the
value of the call to g’ would satisfy the property as well.

[Take Int x such that (>= x 0)
Take Int y such that (>= y 0)
Take Int cnt
Take Int acc
Take Int r such that (And (= r (gp x y (+ 1 cnt) (+ y acc)))
(=r (+ (*x (- x (+ 1 cnt)) y) (+ y acc))))

Show (Implies (< cnt x)
(=1 (+ (* (- x cnt) y) acc)))
By (%Hypo)l]

In this case, the goal of this case follows from the induction hypothesis, denoted by %Hypo.
The goal would trivially follow from lemma E.3 and the definition of g.

[G (Forall Int x
(Forall Int y
(Implies (And (>= x 0) (>= y 0))
=@=xy) xxy)))))
(L g-1]

Lemma E.3 can also be proven in one simple step automatically, given that we use an
induction marker to state that we wish to perform induction on the definition gp-1:

{Proof (Forall Int x
(Forall Int y
(Implies (And (>= x 0) (>=y 0))
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= (Exy) xxy))))

[L (Forall Int x (Implies (>= x 0)
(Forall Int y (Implies (>= y 0)
(Forall Int cnt
(Forall Int acc
(Implies (>= x cnt)
(Ind: gp-1 (= (gp x y cnt acc)
(+ (x (- x cnt) y) acc)))III))
(gp-1)1

[G (Forall Int x
(Forall Int y
(Implies (And (>= x 0) (>=y 0))
(= (Egxy) Gxy)))))
(L g-1]
+

Without the induction marker, it cannot be proven automatically.
This proof is included in theorem-21.prf.
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