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Abstract

A number of machine learning methods have been developed for survival
analysis, aiming to predict cancer susceptibility, recurrence and survival.
However, many do not outperform the most widely used statistical method
- Cox proportional hazard model. This project first investigates three exist-
ing survival models - Cox proportional hazard model, random survival forest
and Multi-Task Learning for Survival Analysis (MTLSA) , on five real-world
low-dimensional datasets. Upon the failure of MTLSA, I proposed linear
MTLSA and MTL-ANN in both non-linear and linear forms to resolve draw-
backs in MTLSA. Based on the available data, experiments suggest that a
linear model is likely to be sufficient for survival analysis.
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Chapter 1

Introduction

Cancer is one of the most deadliest diseases in the world. “More than a third
of people in the UK fear cancer more than other life-threatening conditions —
such as Alzheimer’s, stroke and heart disease according to a Cancer Research
UK survey [1]”. According to statistics by Cancer Research UK [2] in Figure
there were 359, 960 new cases of cancer in UK in 2015, cancer has caused
163, 444 deaths in UK in 2016, and its survival rate for ten or more years is
about 50% in England and Wales. Cancer is a life threatening disease and
we all want to beat it sooner.

Cases Deaths Survival Preventable cases

359,960 163,444 @ 38%

New cases of cancer, Deaths from cancer, Survive cancer for 10 Cancer cases are
2015, UK 2016, UK or more years, 2010- preventable, UK, 2015
11, England and
Wales

Figure 1.1: Cancer statistics for the UK [2]

But until we are close to curing cancer, ‘how long do I have?’ is probably
the most important question for people who know they are dying. Hender-
son et al. in 3] mentioned three reasons why accurate survival prediction
is important. Firstly, “prognostic judgement can influence choice of treat-
ment”. There are treatments which have significant side effects and patients
may only accept them if they are likely to live long enough to experience
subsequent benefit. Secondly, “accurate prediction can be important in the



effective use of limited health care resources”. Finally, “accurate prediction
may help patients and their families come to terms with impending death
and make suitable plans for their remaining lifespan”.

Survival analysis is widely applied not only in medical statistics, but also
in other fields. For example, retail banks use survival analysis to predict when
customers are likely to default on their credits, and website analysis uses it
to predict when customers are likely to click on the advertisement. Time of
death, default time and the time where customers click on the advertisement
are known as events of interest in survival analysis. The most important
problem to tackle in survival analysis is censored data, where the event of
interest is not observed. In medical studies, a large number of patients are
censored. For example, in our datasets, around 50% data is censored data.
Simply excluding these censored observations create bias in the model.

In statistical methods in survival analysis, Cox proportional hazard model
(Cox PH model) is the most widely used model, along with lots of modifi-
cations to deal with problems like tied survival times, time-dependent co-
variates, feature selection and so on. As machine learning becomes more
and more popular these days, classification and regression trees (CART), ar-
tificial neural networks (ANN), support vector machine (SVM), to name a
few, become mainstream predictive models. By feeding in a training dataset
with predictor variables and actual outcomes, we are able to build a machine
learning model and use it to predict outcomes on unseen data.

The idea of replacing statistical methods with machine learning methods
in survival analysis is tempting. Because for example, in Cox PH model, we
need to consider tied survival times and adopt specific methods to deal with
the problem. Cox PH model also relies on the assumption that covariates are
time-independent, but it is not the case most of the time. In contrast, ma-
chine learning methods are not restricted by these problems. They are able
to provide great discriminative power or represent complicated non-linear re-
lationship between inputs and outputs, and have proved to be successful in
many different fields. Moreover, statistical methods tend to predict survival
for a group of patients with similar risk, whereas machine learning methods
can provide personalized and predictive medicine [4].

We believe that when censored data is handled in the correct way in ma-
chine learning methods, they can have more accurate survival predictions
than Cox PH model. A number of machine learning methods have been
developed for cancer survival analysis, aiming to predict cancer susceptibil-



ity, recurrence and survival [5]. However, many existing methods do not
outperform Cox PH model, possibly because their algorithms still rely on
statistical methods in survival analysis. This project aims to investigate ex-
isting machine learning methods for survival analysis, propose variants of
existing survival models, and compare them with the Cox PH model. T am
particularly interested in any methods which do not involve any statistical
methods, because they are more likely to outperform the state-of-the-art sta-
tistical method in survival analysis.

This project makes the following contributions -

o Identify weaknesses in Multi-Task Learning for Survival Analysis (MTLSA)
- a machine learning method for survival analysis which was proposed

recently. (Section

e Propose linear MTLSA and MTL-ANN to overcome weaknesses in
MTLSA. (Chapter [5))

e Assess the performance of six survival models on five real-world low-
dimensional datasets. Six survival models are Cox PH model, random

survival forests (RSF), MTLSA, linear MTLSA and MTL-ANN in both
non-linear and linear forms.

e Experimental results based on the available data suggest that a linear
model is likely to be sufficient for survival analysis. (Chapter @

In addition, I also give a discussion of the limitations of using concordance
index (C-index) in assessing the performance of survival models.

In general, it is believed that MTL-ANN has the potential to outperform
state-of-the-art methods because it has demonstrated its predictive power
when measuring by integrated Brier score (IBS), it is independent of any
statistical methods, its structure is simple and has great flexibility for future
extensions.






Chapter 2

Background

2.1 Mathematical Preliminaries

2.1.1 Censoring

A survival time is said to be censored if the exact event time is not observed.
There are different types of censoring - right censoring, left censoring, Type
I censoring, Type II censoring, Type III censoring and so on.

An event time is right censored if the censoring mechanism prematurely
terminates observation of the individual, before the event has actually oc-
curred. For example, a medical study follows a patient after operation for ¢
years, and at the end of the study, the patient is alive. Then we only learn
that the lifetime of this patient is greater than t years. Medical study coming
to an end, hospital losing track of the patient, or patient dropping out of the
study, all can cause right censoring.

An event time is left censored if the event occurred before observation of
the individual began. For example, a medical study begins ¢ months after
the operation, but only finds that the patient has died. In this case, we only
learn that the lifetime of this patient is less than ¢ months.

Observations in medical statistics are right censored in most cases. Fur-
thermore, there are three types of right censoring - Type I, IT and III cen-
soring.

Type I censoring occurs if we take n individuals and observe them for a
pre-specified time t. Any non-event is right censored with censoring time t.
For example, a medical study follows n patients after operation for ¢ years,



and at the end of the study, ¢ patients are alive and ¢ < n.

Type II censoring occurs if we take n individuals and observe them until
m events occur, where m < n and m is pre-specified. The rest (n —m) obser-
vations are right censored, with censoring time being equal to the maximum
exact event time.

Type III censoring [6] occurs when individuals join the study at different
times, right censored observations have different durations in the study, and
they may withdraw before the end of the study. An example of Type III
censoring is shown in Figure [2.1, The x-axis represents the calendar time of
the study. The event of interest occurs in observations A, C and E. Observa-
tions B, D and F are right censored, where observation B are right censored
because it is lost track during the study, and observations D and F are right
censored because the study comes to the end.

B—— Lost

E—x

F

1 2 3 4 5 6 7 8 9 10 11 12Endof
study
Time (months)

Figure 2.1: Type III censoring [6]. The x-axis denotes the calendar time of
the study.

Type III censoring is the case in most clinical studies, and datasets used in
this project are Type III censored. Ten observations are randomly sampled
from the biggest dataset used in experiments and their survival times are
plotted in Figure below. It should be noticed that here the x-axis denotes
the survival time in days, thus all lines start from zero.
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Figure 2.2: Survival times of ten observations from the biggest dataset used
in experiments. Lines ending with ‘C’ mean that observations are right cen-
sored, lines ending with ‘X’ mean that the exact event time is observed.

2.1.2 Continuous Lifetime Survival Analysis

Let T denote the future lifetime of an individual aged 0. T is a continu-
ous random variable which takes values on RT = [0,00). For human life
calculation, the limiting age is typically 120 years, thus 7" € [0, 120].

Definition 1. Cumulative distribution function of 7T is the probability of
death by age t and is defined as

F(t)= P(T <) (2.1)

Definition 2. Survival function of 1" is the probability of surviving beyond
age t and is defined as

S(t)=P(T>1t)=1— F(t) (2.2)

Definition 3. Probability density function of 7" is defined as below and
relationship between f(t) and S(t) is derived from Equation [2.2]

. F(t+h)—-F@t) d .. d
£(t) = lim — ZF(t) = —=S(1) (2.3)




Definition 4. Hazard function of 7', or the force of mortality at age t is
defined as below and the relationship between h(t) and S(t) is derived from
Equation [2.3]

P(T<t+hT>t) f(t) d

h(t) = lim . =S = a5 (2.4)

Definition 5. The cumulative Hazard rate of T, denoted H (%), is

H(t) = /0 h(s)ds (2.5)

This leads to another important relationship between S(t) and H(t), which
is derived from Equation [2.4 and

S(t) = exp{—H(t)} (2.6)

2.1.3 Discrete Lifetime Survival Analysis

Discrete lifetime survival analysis [7] is critical to understanding some ex-
isting machine learning methods for survival analysis and non-parametric
statistical methods.

Let T be a discrete random variable with a probability mass function
mj = P(T' = a;) for a countable set of values {a; < az <---}and ), m; = 1.
Discrete hazard rate at time a; is

1 - Zi<j i
Then by induction,
h =
m=a" ! (2.8)
h; Hi<j(1 —hi) j>1
Discrete survival probability can be expressed as
J

S(t) = P(T > a;) = P(T > aj41) = Zj“ =[Ta-r)= ] a-n) (2.9)

j+1 i=1

Jra; <t



2.2 Statistical Methods

Statistical models in survival analysis can be classified into three categories
- parametric models, semi-parametric models, and non-parametric models.
Figure below provides a comprehensive summary of different statistical
methods.

_| Semi-Parametric

% Cox PH model

Methods
Kaplan-Meier Esti-
mate
Non-Parametric :
Statistical Methods in 1 Methods ! Nelson-Aalen Esti-
. . ethods mate
Survival Analysis

Life-Table Estimate

Parametric Distribu-
tions

{ Parametric Methods

Accelerated Failure
Time Model

Figure 2.3: Statistical Methods in Survival Analysis

Among all statistical methods, non-parametric methods themselves do
not deal with multivariate regression analysis, and parametric methods reply
on distribution selection. In contrast, semi-parametric methods should be the
best approach, because it is distribution free and can handle multivariate re-
gression problems. Therefore, the most widely used semi-parametric statisti-
cal method, Cox PH model, was implemented in this project. But in many ex-
isting machine learning methods for survival analysis, non-parametric meth-
ods are integrated with standard machine learning methods to deal with
censored data and predict survival.

2.2.1 Cox Proportional Hazards Model
Cox PH model is given by
h(t, x(t)) = ho(t) exp(B - x(t)) (2.10)

where x(t) are expressed as time-dependent predictor variables, 8 denotes
coefficients of predictor variables, and ho(t) is called the baseline hazard
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function, and it is non-parametric. Both 8 and hy(t) are unknown. However,
ho(t) can be cancelled out when time-dependent covariates are not included.
Cox PH model can be rewritten as

h(t,x) = ho(t) exp(B - x) (2.11)

where x is assumed to be independent of time. The hazard ratio of two indi-
viduals x; and x, is given in Equation [2.12] It is constant and independent

of time.
h(t,x1) _ exp(B - x1)
h(t,x3)  exp(B - x2)

=exp(B - (x1 — x2)) (2.12)

B is estimated by partial likelihood and survival function S;(t) for indi-
vidual ¢ can be estimated from Equation [2.5] 2.6] and 2.11}

A

Si(t) = exp (— /Ot ho(w) exp(f - xi)du) = exp (—flo(t) exp(f - XZ)) (2.13)

where Hy(t) is the estimated cumulative baseline hazard. There are several
approaches to approximate 3 and ﬁo(t). They are heavily statistics based
and are beyond the scope of this project. Approximation method selection
is discussed in Section (4.2

2.2.2 Non-parametric Statistical Methods

As mentioned above, non-parametric statistical methods are critical to un-
derstanding some existing machine learning methods for survival analysis.
Quite a few methods use non-parametric statistical methods to deal with
censored data.

Suppose there are n independent identically distributed individuals in the
population. Let t; < ty < --- < t, be the ordered death time with £ < n.
Let d; denote the number of deaths at time ¢;. Z?:l d; = n, and n; is the
number of individuals who are still at risk at time ¢;. By maximum likelihood
estimation and Equation [2.9]

S(t) = Eta ) = Ht (1 _ 7%) (2.14)

This is known as Kaplan-Meier estimate. The cumulative hazard function in
discrete case is known as Nelson-Aalen estimate and is given by

A=Y =Y Y (2.15)

Git;<t gitg<t 7

10



2.3 Machine Learning Methods

Following I introduce ANN and MTL, which are fundamental to my proposed
machine learning method for survival analysis.

2.3.1 Artificial Neural Networks

“The study of ANNs has been inspired in part by the observation that bi-
ological learning systems are built of very complex webs of interconnected
neurons [8].”

The general structure of an ANN is illustrated in Figure[2.4] Each neuron
in the input layer represents a feature in the dataset. Hidden layers represent
the non-linear relationship between inputs and outputs. Both the number of
hidden layers and the number of neurons in each hidden layer require experi-
ments to optimize. Neurons in the output layer represent predicted outcomes.

W
!

NN
0 ‘«‘%\ \&
S\

@ Input Layer ) Hidden Layer @ Output Layer
Figure 2.4: General Structure of an ANN [@]

Both hidden layers and output layer take activation functions as seen
in Figure 2.5 Each neuron takes the weighted sum from previous outputs,
transfers it through an activation function, and outputs this value to its
downstream neuron. Sigmoid function is commonly used to predict probabil-
ities because output are in (0, 1) as illustrated in Figure Other common
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activation functions include ReLu, softmax, tanh etc., and experiments are
required to find the best activation function for each hidden layer and output
layer.

Zo Wy

*@ synapse
axon from a neuron
woxo

cell body

f(ijm, +b)
Zwia:,- +b :

output axon

activation
function

Figure 2.5: Activation Function ||

_1
14+e—%

Figure 2.6: Sigmoid function S(z) =

Minimizing the loss function is the objective of an ANN. A common loss

function in regression problems is the mean squared error (MSE), which

minimizes the mean of the square difference between predicted and actual

outcomes. Other common loss functions include mean absolute error, cross

entropy function and so on. However, for survival analysis, these loss func-
tions may require some asymmetric modifications.

All neurons are fully connected with weights. Back-propagation algorithm
makes ANN adjust weights and learn the non-linear pattern between inputs
and outputs. The algorithm works as follows,

1. Initialize all weights to some random numbers.

12



2. Repeat until certain termination condition is met. One forward and
backward propagation are called one epoch.

(a) Propagate inputs forward through the network and compute out-
puts.

(b) Use optimizer to minimize the loss function with respect to each
weight w;; and update weight wj; < w;; + Awj; after each epoch,
where Awj; is determined by the optimizer. Common optimizer
include Stochastic gradient descent, Adam etc.

Again, the most suitable optimizer is determined by the experiment. Within
the optimizer, hyperparameters like learning rate, decay rate, momentum
and so on, can be tuned for specific tasks as well.

It is important to avoid overfitting in ANN, so that the model performs
well not only on the training set, but also on unseen data. In ANN, the
dataset can be split into three disjoint sets - training, test and validation
sets to avoid overfitting. in this project, the ratio between training plus
validation sets and test set is 9 : 1 and the ratio between training set and
validation set is 9 : 1. This matches with the 10-fold cross-validation concept
which is introduced later. The purpose of validation set is to test if ANN
overfits the training data during the training process. As seen in Figure
if the loss on validation set starts to increase whereas the loss on training set
still decreases, this is a sign of overfitting.

&
A

A

/

\

\

LY
v d

Figure 2.7: Loss on training and validation sets indicates overfitting. Blue
line represents loss on training set and red line represents loss on validation
set. [11]



Common techniques to prevent overfitting in ANN include regulariza-
tions, early stopping and dropout. Regularization is often applied on high-
dimensional data and it prevents overfitting by selecting the most important
predictor variables to build the model. Early stopping stops the training pro-
cess of ANN when the error in the validation set increases for n consecutive
times. Dropout randomly drops neurons in the network during the training
process.

2.3.2 Multi-Task Learning

Multi-Task Learning (MTL) is the concept of “learning tasks in parallel while
using a shared representation; what is learned for each task can help other
tasks be learned better [12].” MTL can be adopted in common machine
learning methods such as ANN, k-Nearest Neighbour, decision trees etc. The
simplest way to use MTL for a time series prediction is to use a single ANN
with multiple outputs, each output corresponds to the same type of task at a
different time [12]. Hidden layer plays the role as the shared representation.
The idea is illustrated in Figure [2.8|

Task 1 Task 2 Task 3 Task 4

CRONONORONONONG,

|

INPUTS

Figure 2.8: MTL of four tasks as outputs [12]
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2.3.3 K-Fold Cross-validation and Bootstrapping

K-fold cross-validation can provide a general idea about the model perfor-
mance on unseen data. As Figure [2.9]illustrates, it divides the entire dataset
into k disjoint folds with equal number of observations in each fold. In each
iteration, one fold is used as the test set, and the rest is treated as the train-
ing set. K iterations are performed and the mean of performance evaluation
metrics is used to compare among models. In this project, 10-fold cross-
validation was applied to all methods.

| Data Set |

Training Folds Test Fold

—— —

] ) —> =
teaion2 | | | | .. | —> E, k
T T |e-tgs

Iteration 1 | | l

Iteration 3 | | l

Iteration k | I | I | |:>E ¢ )

Figure 2.9: K-Fold Cross-Validation [13]

Bootstrapping randomly selects n instances with replacement to train
the model. In other words, there are possibilities that one instance may
appear in the training set multiple times and some instances may never be
selected into the training set. By default, each bootstrapped sample ex-
cludes limy, o (1 — l)n — 1 ~ 1 of the data, which is called out-of-bag

n 3
(OOB) data.

Zhou in [14] stated that in ensemble learning, bootstrapping creates dif-
ferent training sets for individual learners, and learns the best from indi-
vidual learners to prevent overfitting. However, bootstrapping changes the
distribution of the original dataset. When there is sufficient data, k-fold
cross-validation is recommended.

15






Chapter 3

Datasets

Five publicly available real-world low-dimensional medical datasets with cen-
sored observations were used for experiments. The nature dataset was ob-
tained from [15], which is our largest dataset with originally more than three
thousand observations across twelve cancer types. The colon cancer dataset
was obtained from R survival package, which contains “data from the first
successful trials of adjuvant chemotherapy for colon cancer [16]”, and it is
further segmented to two datasets based on its event type. Both breast can-
cer dataset and Primary biliary cirrhosis (PBC) dataset were obtained from
[17] and were used for experiments in active learning based survival regres-
sion for censored data. According to the authors, “breast cancer data is from
the German Breast Cancer Study Group” and “PBC data is from the Mayo
Clinic trial in PBC of the liver conducted between 1974 and 1984”.

Exploratory data analysis is an important step before model build and
experiments on these datasets. It checks whether there is any unusual distri-
butions in any covariates and prepares datasets to their best forms for model
build. The nature dataset is the biggest dataset among five datasets and it is
ill-formed, whereas the other datasets have been used in survival models. So
here I provide a detailed exploration on the nature dataset. Problems in the
other datasets were dealt in the same way, and a brief description is given at
the end.

3.1 The Nature dataset

Sample observations from the original nature dataset are shown in Appendix
[A.Q] The original dataset consists of 139 variables for each observation.
These variables include

17



e Sample.ID;
e Days.to.death, Days.to.last.followup, Vital.status;
e 8 predictor variables including

— Years.to.birth

— Gender

— Date.of.initial.pathologic.diagnosis
— TCGA.tumor.type

— Somatic.mutations

— Nonsilent.somatic.mutations

— Tumor.stage

— Tumor.grade

e 127 binary predictor variables for gene expressions.

To prepare the dataset for survival analysis, Days.to.death and
Days.to.last.followup are combined to one variable, representing the event
time. Vital.status = 1 if the event of interest is observed, Vital.status
= 0 if the observation is censored. For observations with unknown survival
times, or censored observations with no censored times, no useful information
can be retrieved from them, thus these observations were removed. There
were lots of missing values in gene expressions in the original nature dataset,
and high-dimensional data with sparse gene expressions can easily overfit the
data. So in this project, we aim to build a robust model with low-dimensional
datasets and gene expressions are excluded from predictor variables.

Figures are good for visualizing the characteristics of covariates intuitively
and help with decision making. Depending on whether each predictor vari-
able is numerical or categorical -

e For continuous variable like the survival time, both histograms and box
plots are good at presenting characteristics of variables.

e For categorical variables like vital status, gender and TCGA tumour
type, pie charts and bar charts are given.

e For numerical variables with handful numbers such as tumour stage,
it is better to treat them as categorical variables and plot the corre-
sponding bar charts.

18
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Figure[3.I]shows that SurvTime is right skewed, i.e. there are fewer obser-
vations with longer survival times. However, in order to predict the survival
time as accurate as possible, survival times were still measured in days in
experiments. Figure indicates that there are more than 50% censored
observations in the dataset. It highlights the importance of dealing with
censored observations in survival analysis. There are sufficient observations
in each Gender category as seen in Figure

Units of measurements of all numerical variables are in hundreds except
Date.of.initial.pathologic.diagnosis. I chose to rescale its unit of
measurement from thousands to hundreds. Although it does not make any
difference on the Cox PH model, it can help with a quick convergence in ANN.
After rescaling, the predictor variable denotes the date of initial pathologic

20



diagnosis since 1988 and is measured in years.

3.1.1 Outliers

For numerical variables, the number of outliers in Year.to.birth and
Date.of.initial.pathologic.diagnosis are acceptable as seen in Figure
3.3] and Figure 3.5, However, there were a lot of outliers beyond the upper
whiskers in Figure and Figure 3.8 We chose to discard observations
with outliers in Somatic.mutations and Nonsilent.somatic.mutations
to reduce the noise in the model. Consequently, there are 2572 observations
left for experiments.

3.1.2 Missing Values

There were missing values in both Tumor.stage and Tumor.grade as shown
in Figure [3.9| and Figure [3.10| respectively. However, the proportion of miss-
ing values in Tumor.grade dominated all other categories. So we had to
remove Tumor .grade from predictor variables. Although the information of
Tumor . grade was lost in predictive models, alternative solution such as im-
puting missing values is likely to alter the data distribution, thus introduce
bias to the model.

For the remaining 7 predictor variables, Table summarizes predic-
tor variables along with numbers of missing values. It was believed that
these values were missing at random, i.e. there is no connection between the
occurrence of missing values and predictor variables. Simply discarding ob-
servations with missing values is likely to result in insufficient observations.
An alternative solution is to impute missing values.

Table 3.1: Missing values in predictor variables

Predictor variables Years.to.birth Tumor .stage

Number of missing
values

9 207

mice() in R mice package |1§] provides the method to impute missing
values. Available imputation methods are shown in Table All methods
can deal with numerical variables, and experiments suggested that they did
not make much difference on the nature dataset. Here I chose CART as the
imputation method, because it has great discriminative power.
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3.1.3 Including Categorical Variables

Categorical variables are usually included in the model as a series of binary
dummy variables for each possible category. For categorical variable with
only two categories - Gender in the nature dataset, male was encoded as
0 and female was encoded as 1. For categorical variable with more than
two categories - Tumor . type in the nature dataset, Tumor.type was replaced
with ten dummy variables. The tumor type brca was treated as the base
category and excluded from the model to ensure a unique optimized solution
[19].

3.2 Other datasets

Sample observations from original colon, breast and PBC datasets are in-
cluded from Appendix to[A.4] Figures for visualizing colon, breast and
PBC datasets as part of the exploratory data analysis are included from Ap-

pendix to[B.4]

For the colon dataset, it was noticed that categorical variables perfor
and extent have highly imbalanced categories, where most observations have
perfor as 1 and extent as 3. It may suggest other categories of these vari-
ables are under represented in the data, but the medical meanings of these
variables suggest that perforation of colon and extent of local spread as serosa
should be common cases for many patients. Hence these two variables were
left unmodified. The categorical variable rx was encoded as dummy vari-
ables with the base category Obs being excluded. Missing values in nodes
and differ were imputed by CART. The colon dataset records two event
types for each individual - cancer recurrence and cancer survival respectively.
It is natural to segment the dataset based on different purposes and built two
models accordingly. They are referred to as colon recurrence and colon sur-
vival datasets respectively.

For the breast dataset, outliers in progrec and estrec as seen in Figure
B.21] and [B.22] are likely to introduce noise to the model. Therefore, obser-
vations with outliers in progrec and estrec were removed.

For the PBC dataset, categories in categorical variables sex, ascites and
edema are highly imbalanced, but it is believed that there are medical reasons
behind these unbalanced categories. For example, PBC “is more common in
women, with a female to male ratio of approximately 9:1 [20]”, this explains
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the unbalanced ratio in sex. Consequently, these categorical variables were
left unchanged. Outliers in bili, chol, copper, alk and trig were removed
as they may introduce noise to predictive models, thus around a hundred
observations were deleted. PBC data has the smallest sample size among all
five datasets.

Table[3.2]summarizes general properties of five datasets, ready for experi-
ments. All datasets are quite large in the content of survival analysis, because
the normal sample size of a real-world survival dataset is about the size of
the PBC dataset. All datasets are low-dimensional and have around 50%
censored observations. For the purpose of applying MTL on these datasets,
the maximum event time for each dataset is included as well.

Table 3.2: Dataset summary

Number of Number of

Number of i Maximum
Dataset . predictor censored .
observations . . event time
variables observations
Nature 2572 16 1678(65.2%) 6795
Colon
929 12 461(49.6%) 3329
recurrence
Colon
) 929 12 477(51.3%) 3329
survival
Breast 565 8 304(53.8%) 2659
PBC 311 17 187(60.1%) 4556
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Chapter 4

Performance Evaluation
Metrics and Existing Survival

Models

4.1 Performance Evaluation Metrics

4.1.1 Concordance Index

Before moving onto investigating existing survival models, it is important to
have a uniform metric to evaluate the performance. A common performance
evaluation metric in survival analysis is the C-index. It is defined as the
probability of agreement for any two randomly chosen observations, where
agreement means that the observation with the shorter survival time should
have the larger risk score [16] and vice versa. Censored observation cannot
be compared with any observations with event time after its censored time,
since its exact event time is unknown [21]. Any other pairs of observations
are called comparable. Among those comparable observations, the C-index
of the Cox PH model can be expressed as

c= ! Y IxB>x8 (A1)

number of comparable pairs ,
1:0;=1 jiy; <yj

where I[-] is the indicator function and risk is measured by the linear predictor
x - 3. If predicted outcomes are survival times, ensemble mortalities etc., the
C-index is given by

1 . .
B IY; <Y; 4.2
¢ number of comparable pairs Z Z [¥; <Yj] (4.2)

1:0;=1 J:y; <y
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where Y denotes the predicted outcome, and in this case, shorter survival
time means smaller predicted outcome. Greater C-index means better agree-
ment among comparable pairs.

The advantage of the C-index is, it works for any types of predicted out-
comes. For example, Cox PH model uses linear predictor for comparison,
and later in this chapter we see that, RSF uses ensemble mortality for com-
parison, and MTLSA uses the area under the survival curve for comparison.

The biggest disadvantages of the C-index are, firstly, it only measures the
relative risk, instead of the actual difference between predicted and actual
outcomes. Secondly, existing machine learning methods for survival analysis
do not adopt the same predicted outcomes, thus it is hard to say comparisons
are uniform among different models. A change in the type of the predicted
outcome can easily result in a different C-index value.

4.1.2 Integrated Brier Score

Most existing methods are capable of estimating survival probabilities for
each individual at times of interest. For example, survival probabilities are
estimated by Equation in Cox PH model, Equation and Equation
in RSF, or as a direct prediction in MTLSA. Using probability calibra-
tion as the means of evaluation ensures all methods have the same type of
predicted outcomes.

Due to limitations of C-index, I used IBS as another performance evalu-
ation metric in the project. The idea is similar to MSE and it is asymmetri-
cally modified to discard errors at time points after the censored time. The
unweighted Brier score (BS) at time ¢ is defined as [21]

)i (t) —0)% ift; <t, 6, =1
Ji(t) —1)* ift; >t (4.3)

Sy
“n
m
=~
(]
o o~ —~

=1

where N is the number of observations at time ¢, g;(¢) is the predicted sur-
vival probability of individual ¢ at time ¢, ¢; is the event time of i, and ¢; is the
censored status of ¢ at time ¢. It should be noticed that weighted Brier score
is also available, but the project did not adopt the weighted form because
the error is weighted by Kaplan-Meier estimate. I am interested in a ma-
chine learning method for survival analysis without any statistical methods
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involving. The IBS in discrete case can be written as [22]

)

max(t;
1
IBS = E BS(t 4.4

5 max(t;) S (44)

It was quickly found out that the Cox PH model and RSF implemented
in R packages could only estimate survival probabilities at time of interest,
i.e. when censoring or event of interest happens. Therefore, IBS is modified
for the convenience of the Cox PH model and RSF as

1
I BSodified = - - BS(t 4.5
dified length of time of interest Z (t) (45)

tetime of interest

Equation [4.4] and can both be interpreted as the average of BS across
a range of discrete time points, though the term ‘integrated’ is misnomer in
Equation [£.5] IBS is always within [0,1] and smaller IBS indicates better
probability calibration.

In this project, I concentrated more on minimizing IBS, but I would still
like to keep a reasonably good C-index for several reasons. Firstly, there is no
indication of random guessing in terms of the orders of predicted outcomes.
Secondly, it ensures models do not overfit on IBS. Finally, C-index is still the
most widely used performance evaluation metric in survival analysis, so it is
good to record this metric for future reference.
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4.2 Cox Proportional Hazards Model

Cox PH model was implemented by coxph() in R survival package [16].
The original Cox PH model assumed distinct failure times and presented
partial likelihood to estimate covariate coefficients. However, tied survival
times are more often the case in real-world datasets. Tied survival times
mean either there is more than one death at any time, or some censored
observations coincide with a death time [7].

To take tied survival times into consideration, Breslow approximation,
Efron approximation, and exact partial likelihood are alternative ways to
estimate coefficients of covariates, the baseline cumulative hazard rate, and
corresponding survival probabilities for each individual. The exact partial
likelihood is appropriate when the times are a small set of discrete values.
Maximum survival times in our datasets are all in thousands, thus exact par-
tial likelihood is inappropriate in this case. Comparing with Breslow method,
Efron approximation is more accurate when dealing with a large number of
tied death times, which is the case in our datasets as seen in Figure
Figure B.1], Figure and Figure [B.23] and is computationally efficient.
As a result, Efron approximation was applied to handle ties and estimate
survival function.

Following, the nature dataset was used to demonstrate the difference be-
tween time-independent and time-dependent Cox PH models, and discuss
why the time-independent Cox PH model was adopted in this project.

A Cox PH model was built on the entire dataset and the summary is in-
cluded in Appendix[C.I} The C-index as 0.798 indicates a good performance,
as 0.6 — 0.7 is a common result for survival data [16]. This Cox PH model is
based on the assumption that predictor variables are time-independent. In
the nature dataset, Years.to.birth and Date.of.initial.pathologic.
diagnosis are two obvious predictor variables which could be treated as
time-dependent covariates. Cox PH model can be generalized by stratifying
time-dependent covariates, and assume proportional hazard in each strata
[6]. The summary of Cox PH model with time-dependent covariates on the
entire nature dataset is shown in Appendix [C.2]

C-index improved from 0.798 to 0.806 when time-dependent covariates
were included. Although there was a indication of better performance, strat-
ification made testing and performance evaluation hard. Although the nature
dataset is our largest dataset, its sample size still cannot guarantee to cover
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all stratified levels, so there may be a new level obtained from the test set
and it is not covered in the stratified model based on the training set. As
a result, I implemented 10-fold cross-validation with time-independent Cox
PH model and experimental results are shown in Chapter [6]
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4.3 Existing Machine Learning Methods for
Survival Analysis

The rest of this chapter introduces existing machine learning methods for
survival analysis. Literatures were selected based on references in ‘Machine
Learning for Survival Analysis: A Survey’ by Wang et al. [21] in 2017. Figure
below summarizes methods which were reviewed in this project. These
methods were chosen for several reasons -

e They all proposed a new machine learning approach to deal with cen-
sored observations in survival analysis.

e “Almost 70% of all reported studies use neural networks as their pri-
mary (and sometimes only) predictor. Support vector machines are a
distant second with 9% [4]”. It is worth reviewing the most widely used
machine learning methods for survival analysis.

e RSF is well implemented in R, and it is a common method used in
many literatures to make comparisons with proposed approaches.

e Other machine learning methods like active learning based survival re-
gression for censored data and MTLSA was proposed in recent years,
and authors have stated that their proposed methods have outper-
formed the state-of-the-art methods.

For each machine learning method, the focus was on three aspects - what
approaches were used to deal with censored observations; how did they eval-
uate their proposed approaches; and did proposed methods outperform the
state-of-the-art methods. As mentioned before, C-index is the most widely
used performance evaluation metric in survival analysis literature, so I justi-
fied the performance of existing methods based on it. Finally, I applied RSF
and MTLSA to our datasets.
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4.4 Random Survival Forests

RSF developed by Ishwaran et al. [23] can be viewed as a combination
of decision trees, bootstrapping and non-parametric statistical method to
compute the predicted outcome - ensemble mortality. The algorithm of RSF
is as followed -

1. Draw B bootstrapped samples from the dataset to train the model.
Each bootstrapped sample consists of n randomly selected instances
with replacement.

2. Grow a tree for each bootstrapped sample. At each node of the tree,
randomly select p predictor variables as candidate variables. Then the
predictor variable which provides the most discriminative power to the
tree is selected for the node.

3. Grow the tree until certain termination condition is met. For example,
the constraint can be, a terminal node should have no less than dy > 0
unique deaths.

4. Calculate the cumulative hazard function (CHF) for each terminal node
in each tree using Nelson-Alaen estimate (Equation [2.15). CHF for i in
each tree is represented by CHF for the terminal node it falls in. Then
the OOB ensemble CHF for ¢ is the average of CHF for 7 in each tree
where 7 is OOB.

5. The predicted outcome is the OOB ensemble mortality for ¢, which is
equal to the sum of OOB ensemble CHF for ¢ at each time of interest.

Measured by C-index, the paper concluded that RSF is “consistently bet-
ter than, or at least as good as, competing methods [23]”. Similar result was
reported by Omurlu et al. in [31]. Although RSF does not outperform the
Cox PH model, it is one of the well developed machine learning methods
for survival analysis in R. Hence, I chose it as one of the machine learning
methods for comparison.

The R randomSurvivalSRC package [32] provides the nice function rfsrec()
to implement RSF. Bootstrapping is part of the algorithm and was nested in
10-fold cross-validation, so different models were calibrated in the same way
for comparison. Table in Appendix summarizes important hyperparam-
eters which were considered in order to build the RSF model.

32



There are a number of ways to search for the best hyperparameters. For
example, grid search uses brute force to search through the hyperparameter
space and return the best result. It guarantees to find the best result but is
computational expensive. Random search randomly select different points in
hyperparameter space and evaluate the performance, its computational cost
is user defined but it does not guarantee to find the best result.The selection
of the search algorithm largely depends on how many possible combinations
of hyperparameters need experimenting.

According to the algorithm described in the original paper [23], boot-
strapping was performed on the entire data by sampling with replacement at
the root node. As the number of predict variables is relatively small, there
is no need to specify the maximum depth to which a tree should be grown.
In theory, more trees in the forest certainly result in better performance,
but it is also computationally expensive. 500 number of trees were grown in
the forest, so that the algorithm was fast and relatively accurate. While fix-
ing all other predictor variables, experiments showed that log-rank splitting
rule resulted in 1% higher C-index than log-rank score splitting rule. Thus
the splitting rule were set to log-rank before performing the search algorithm.

RSF API also provides options to associate observations with different
weights. Weightings are usually performed when data is imbalanced. After
data preparation, it is believed that the data is fairly balanced. Hence these
parameters were left as default, i.e. uniform weights.

This left a handful of hyperparameters to search on. Hence grid search
was adopted to search best values for - number of variables randomly selected
as candidates for splitting a node (nsplit), and forest average number of
unique cases in a terminal node (nodesize). The best hyperparameter com-
bination on each dataset is shown in Table .1l

To compare with other predictive models, for each dataset, grid search
was first performed based on the entire dataset and the best hyperparameter
combination was selected based on C-index on OOB data. Then 10-fold
cross-validation was performed with 10 different RSFs built and evaluated.
Final C-index and IBS are shown in Chapter [6f The potential reason why
RSF cannot outperform the Cox PH model are also discussed in Chapter [6]
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Table 4.1: RSF grid search results

Dataset nsplit nodesize
Nature 9 25
Colon recurrence 4 60
Colon survival 2 35
Breast 7 45
PBC 14 5
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4.5 Artificial Neural Networks

Most ANN methods for survival analysis were developed in the 1990s, and
were under-researched in the past two decades, as evidenced by references in
[33] in 2005 and [21] in 2017. Table summarises four ANN methods for

survival analysis.

Both Ravdin and Clark [24] and Biganzoli et al. [25] coded one obser-
vation as a series of observations with different time intervals and survival
statuses. Censored data at later time intervals was excluded. They adopted
similar ANN architecture - a time interval as an additional predictor vari-
able and a survival probability or discrete hazard rate at this time interval as
output. Ravdin and Clark stated that their predicted outcome is “roughly
proportional to the survival probability”, whereas Biganzoli et al. directly
modelled the discrete hazard rate, which can be easily transferred to mono-
tonically decreasing survival probability by Equation 2.9 Hence Partial lo-
gistic regression models with ANN (PLANN) proposed by Biganzoli et al.
is preferable. However, Ravdin and Clark pointed out that due to censored
observations, in later time intervals, data largely represents individuals who
have died. To correct this bias, they first used Kaplan-Meier estimate to de-
termine the survival probability at this time interval, and randomly selected
censored observations to balance the proportion. This approach of dealing
with selection bias is referable.

Both PLANN and Brown et al. adopted discrete hazard rate as predicted
outcome. Unlike PLANN, Brown et al. trained one ANN to predict a series of
discrete hazard rates at each time, which is the idea of MTL. PLANN used
empirical estimates from Kaplan-Meier estimate (Equation as actual
outcome, whereas Brown et al. used binaries as actual outcomes depending
on survival status at each time, and they can be transferred to monotoni-
cally decreasing survival probabilities by Equation[2.9] To cope with censored
observations, errors at any undefined time points are set to zero, preventing
unknown hazards from updating weights. The architecture of ANN by Brown
et al. is preferable because only one ANN is required to train.

The idea of Faraggi and Simon [27] is different from the other three meth-
ods. They proposed non-linear PH model by replacing the linear predictor in
Cox PH model with the non-linear output from ANN. However, experiments
by Mariani et al. [34] showed that this approach does not outperform the
Cox PH model.

35



Overall, none of the methods above for survival analysis outperformed
the Cox PH model. However, I would still like to explore this approach
for several reasons. Firstly, ANN has proved its strength in other fields in
recent years. ANN for survival analysis was under-researched for almost two
decades, so there are great possibilities to find a better ANN. Secondly, ANN
is not restricted by the proportional assumption of the Cox PH model, except
the methodology proposed by Faraggi and Simon, which still relies on the
Cox PH model. Finally, most of the methods above did not use C-index
or a uniform performance evaluation metric for comparison, so it is ideal to
have a uniform comparison among Cox PH model, ANN and other existing
machine learning methods for survival analysis. Further investigation of ANN
is discussed in Section (5.2l
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4.6 Support Vector Regression for Censored
Data

Shivaswamy et al. in [29] and Khan and Zubek in [28] both proposed support
vector regression for censored data, namely SVCR and SVRc respectively to
deal with both left and right censored data in survival analysis. The core
concept of both approaches is to asymmetrically modify the e-insensitive loss
function - regularization parameters v and margin of errors § in specific. A
summary of the difference between SVCR and SVRc is illustrated by Van
[35] in Figure where (a) corresponds to SVCR and (b) corresponds to
SVRc. There is no penalty when the predicted survival time is greater than
the right censored time in SVCR. There are four hyperparameters in each
case in SVRc to cope with both left and right censored events.

(a) 5i=1 5 =0

5y & y—9 y -0 y—1

0

loss loss

s y—9

«

-0y & y—9 e

Figure 4.2: Difference between (a) SVCR and (b) SVRe [35]

Using linear kernel and C-index as one of the performance measures,
experiments by Khan and Zubek [28] on SVRc and experiments by Belle et
al. [35] on SVCR both showed that SVRc and SVCR can outperform the Cox
PH model on most datasets. But the reason behind the choice of linear kernel
for experiments was unclear. None of them make their source code publicly
available, and existing SVM packages in R, Python or MATLAB do not
provide the flexibility to modify the e-insensitive loss function easily. Hence
I did not test support vector regression for censored data on our datasets.
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4.7 Active Learning based Survival Regree-
sion for Censored Data

Vinzamuri et al. in ‘Active Learning based Survival Regression for Censored
Data’ [17] integrated active learning and regularized Cox models to predict
survival. It uses a small size of training data to build a Cox model to begin
with, then for each iteration, the most discriminative observation is selected
using a model discriminative gradient based sampling strategy, labelled by
the domain expert, and added to the training set.

A comparison was made among Cox models, RSF and proposed integra-
tions between active learning and Cox models using C-index. It was con-
cluded that active regularized cox regression with kernelized elastic net has
the highest discriminative ability on most datasets.

Drawbacks of this algorithm are, the selection of the most discrimina-
tive observation is computationally expensive, because the expected change
is calculated over all possible unique time-to-event labels to approximate the
true change and determine the selection. Moreover, active regularized cox
algorithm is not practical for the purpose of this project. The common sce-
nario of active learning is where there are few labelled observations and a lot
of unlabelled observations, and the purpose is to build a good model with-
out querying domain expert too many times [14]. However, in this project,
datasets are very different from the setting of active learning - all observa-
tions in the dataset are labelled with either exact event time or censored
time. A possible alternative is to treat censored observations as unlabelled
observations with constraints, but the proposed method still adopted Cox
models to handle censored data. As a result, this approach is not further
explored.
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4.8 Multi-Task Learning for Survival Analy-
sis

More recently, Li et al. in ‘A Multi-Task Learning Formulation for Survival
Analysis’ adopted the idea of MTL and predicted survival probabilities
for each individual at all discrete time points. Here a task means predicting
the survival probability at a discrete time point.

To handle censored data, they encoded the original dataset to output
matrix Y and binary indicator matrix W as seen in Figure [4.3| Entries in
Y are 1 when an individual is still alive, 0 after the event of interest occurs,
or unknown after censoring. Entries after censoring are indicated as 0 in W.
They formulated an optimization problem with regularization terms as seen
in Equation 4.6, where errors at entries after censoring are not included. Al-
ternating Direction Method of Multipliers algorithm were employed to solve
for B. The non-negative max-heap projection guaranteed survival proba-
bilities of each individual at all discrete time points are non-negative and
non-increasing.

ID Dayl | Day2 | Day3 | Day4 | Day5 | Day6 | Day7
1 1 1 1 0 0 0 0
. 2 1 1 1 1 1 1 ?
Original label s 1 112 ) 2 1 2 2]y
ID Time | Status 4 1 1 1 1 1 1 1
1 3 1 3 1 1 1 1 1 0 0
2 6 0 6 1 1 1 1 1 1 0
3 2 0
4 7 1
ID Dayl | Day2 | Day3 | Day4 | Day5 | Day6 | Day7
2 3 1 BEEEEEEEE T
& 6 1 2 1 1 1 1 1 1 0
3 1 1 0 0 0 0 o |W
4 1 1 1 1 1 1 1
3 1 1 1 1 1 1 1
6 1 1 1 1 1 1 1
Figure 4.3: MTLSA formulation ||
in (v — XB)J2 + R(B) (4.6)
min — {1y (Y — .
XBeP 2 F
where
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n denotes the number of observations, ¢ denotes the number of predic-
tor variables, and k denotes the maximum survival time.

e X € R"™? are predictor variables for each individual.
e B € R?* is the estimated coefficient matrix.

Y € R is the target matrix.

W € R™F is the binary indicator matrix.

The function Ily, can be interpreted as an indicator function. When
the survival status of an individual at a particular time is known, the
optimization problem takes the difference between Y and X B into ac-
count; otherwise, the optimization problem ignores the difference. It
is an asymmetric minimization problem and the idea is similar to IBS.
Mathematically,

47
0 if Wy,=0 4.7

I (U)i; = {

e X B satisfies the non-negative non-increasing list structure, where

Source code suggests the area under the survival curve is used as predicted
outcome for comparison in C-index. The authors concluded that MTLSA
outperformed state-of-the-art methods.

However, all datasets used in the experiment have small sample sizes (the
largest sample size is around 300 observations), high number of features (the
number of predictor variables is in thousands) and low number of tasks (the
largest event time is no more than 200). On the contrary, our datasets, as
displayed in Table [3.2] all have large sample sizes, low numbers of predictor
variables and high numbers of tasks. It was hard to say whether this algo-
rithm could work well on very different datasets.

Moreover, as seen from Equation [£.8 the algorithm only guarantees the
predicted survival probabilities to be non-negative and non-increasing, but

there is no guarantee that they are less than or equal to one.

Despite of these two weaknesses, We believed that MTLSA was an ap-
proach which was worth trying on our datasets, because it was proposed
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recently, yielded good C-index, and most importantly, it took a completely
non-statistical approach to predict survival probabilities for each individual,
which is uncommon in survival analysis literature.

The implementation of MTLSA algorithm is provided by the authors in
MATLAB. Two user inputs are required for the program - number of itera-
tions and the smallest lambda rate, both are used to compute regularization
parameters. Experiments showed that MTLSA tended to predict the same
survival probability for each individual at all discrete time points, and in-
creasing number of iterations did not improve predicted outcomes. The best
C-index on the nature dataset is just around 0.6.

Therefore it was concluded that MTLSA only worked well on high-dimensional
datasets with small sample sizes. It did not work on low-dimensional datasets,
because regularization terms still performed feature extraction on low-dimensional
datasets and attempted to select the most important features among a hand-
ful of predictor variables. Consequently, most covariate coefficients were pre-
dicted as zero and survival probabilities for each individual were flat across
all discrete time points. Unnecessary regularization parameters should be
eliminated for the algorithm to work.
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Chapter 5

Proposed Machine Learning
Methods for Survival Analysis

5.1 Linear Multi-Task Learning for Survival
Analysis

To solve the problem that MTLSA does not work on high-dimensional datasets,
I rewrote the optimization problem in Equation [4.6]as below to eliminate the
regularization terms.

min 2y (v — X B (5.1)

where all variables are still the same as the original MTLSA optimization
problem. Following, I attempted to solve this minimization problem in Equa-
tion algebraically. The definition of Frobenius inner product is given
below.

Definition 6. Frobenius inner product of two matrices A, B € R™*" is
(A,B)p = Z ZAUBZ] (5.2)
=1 j=1

with following properties -

(A, B)r = (B, A)r (5.3)

({4, B)p, C)r = (A, (B,C)r)F (5.4)
(aA,bB)r = ab(A, B a,b e R (5.5)
(A+C,B+D)p=(A,B)r+ (A, D)p + (C,B)p + (C,D)p (5.6)
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According to the definition of Frobenius inner product and the definition of
the indicator function Il , the optimization problem can be rewritten as

min —||<W Y — XB)r||% (5.7)

XBeP 2

Let M = (WY — XB)p and L = $||M||%. Notice that W has the special
property that (WW,W)r = W because all entries of W are binaries. To
minimize L, take the first derivative of L with respect to X B. Recall the
definition of Frobenius norm,

m n 1/2
|A|lF = (ZZA%> (5.8)

i=1 j=1

with property

0 2
FalAllr =24 (5.9)
dM — (W,Y — XB)y
dL = (WY — XB)p, d(W,Y — XB)r))r
dL = ((W.Y)r — (W, XB)r, —(W.d(XB))r)r by Eq.
dL = (=((W.Y)p,W)p + (W, XB)p, W)p, d(XB))r by Eq.
o W, XB)r— (W,Y)r by Eq.

d(XB)

The second derivative of L with respect to X B is greater than 0, hence
we can obtain the minima. To minimize L, set

oL

oxp) ~ WXBlr = (WY)r =0 = (WXB)r=(W,Y)r (5.10)

Because W is a binary indicator matrix, X B = Y guarantees (W, X B)p =
(W,Y)p. This multivariate linear regression of solving X B = Y using LU
factorization is referred to as linear MTLSA. Unknown entries in Y were
assumed as 0.5. It was a reasonable assumption because after censored time,
one could say that the individual has 50% probability of survival and 50%
probability that the event of interest occurs at each discrete time point. The
non-negative max-heap projection used in MTLSA was still employed to en-
sure that XtestB follows the non-negative non-increasing list structure.
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I have simplified the optimization problem and now low-dimensional dataset
can work on this variant of MTLSA. Although linear MTLSA does not out-
perform the Cox PH model and RSF when measuring by C-index, it performs
so far the best when measuring by IBS. But the drawbacks are - firstly, pre-
dicted survival probabilities Xtesté is only guaranteed to be non-negative and
non-increasing as stated in Equation [4.8] There is still no guarantee that all
entries of XtestB are less than or equal to one. Consequently, estimated sur-
vival probabilities were slightly over one at beginning time points. Secondly,
this simple model is not flexible for future extensions. The robustness of LU
factorization largely depends on whether known matrices are sparse and the
size of the matrices. In all, this model is not desirable. Nevertheless, the
proof shows that the asymmetric modification of the MSE like optimization
problem is differentiable and feasible.

It was believed that the model could be improved if I further explored
down this approach and introduced non-linear representation. ANN is popu-
lar for its ability to learn non-linear relationship between inputs and outputs
and it can be structured in MTL form. A sigmoid activation function can
easily guarantee predicted outcomes to be probabilities. The proposed MTL-
ANN is introduced in the next section.
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5.2 Multi-Task Learning - Artificial Neural
Networks

For various motivations stated in both the end of ANN literature review and
the end of linear MTLSA section, I integrated the ideas of MTLSA in [30],
the concept of MTL in |12], ANN and IBS and proposed MTL-ANN. It was
noticed that the architecture of MTL-ANN is similar to the ANN approach
proposed by Brown et al. [26]. But instead of predicting discrete hazard
at each time, each output neuron in MTL-ANN predicts the survival proba-
bility at each time. Non-negative max-heap projection adopted by MTLSA
guaranteed monotonically deceasing survival probabilities. The area under
the survival curve was still used for comparison in C-index. IBS expressed
in the matrix form was used as the loss function as well as the performance
evaluation metric. These variables define the general structure of MTL-ANN.

MTL-ANN was built in Keras [36]. Keras is a neural networks API writ-
ten in Python and allows quick implementation of complicated ANN ar-
chitectures. It was connected to MTLSA MATLAB code through MATLAB
Engine API for Python |37] to evaluate C-index and make non-negative max-
heap projection.

Unlike RSF it is time consuming to define a broad range for each hyperpa-
rameter and perform grid or random search. Alternatively, reasonable values
were selected for most hyperparameters, this left hyperparameters like the
number of hidden layers and learning rate to be determined by experiments.
Table summarizes important hyperparameters which were considered in
order to build a good MTL-ANN model.

To overcome the drawback in linear MTLSA, sigmoid activation function
should be used in the output layer to ensure predicted outcomes are within
(0,1). Observations propagated through the network all in once to obtain a
smooth loss curve. Adam was used as the optimizer to update weights and it
always works well in practice [38].
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Table 5.1: Hyperparameters in MTL-ANN

Parameter Value
Loss function IBS
Number of hidden layers 1
Number of neurons in each hidden 200
layer
Batch size All training data
Optimizer Adam
Activation function [Relu, Sigmoid]

0.001 on nature and colon datasets,

Learning rate 0.0001 on breast and PBC datasets

Maximum number of epochs 500

Prevent overfitting Early stopping

5.2.1 Non-Linear Form

The maximum number of hidden layers normally does not exceed two so it
does not overfit the training dataset. In this case, as the performance of
linear MTLSA is reasonable well when measuring by IBS, one hidden layer
with 200 neurons should be sufficient for the non-linear representation.

In terms of choosing the learning rate for Adam, Figure demonstrates
how tuning on learning rate can affect the loss during the training process.
High learning rate allows the loss function to quickly converge but may miss
the minima point, consequently, ANN may fail to converge or even start
to diverge at the end. Whereas low learning rate slows down the training
process but may not end up in a satisfactory small error at the end of the
training process.
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Figure to Figure [5.6| show loss curves on five datasets on both train-
ing and validation sets during the training process. According to Figure[5.1
learning rates can be considered as high on all datasets except PBC. How-
ever, lower learning rates largely compromised the computational efficiency
and there was no improvement in model performance within 500 epochs. De-
cay in the learning rate further slowed down the training process and it did
not improve the performance. There should not be a huge trade-off between
a good learning rate, model performance and computational cost. The ulti-
mate goal of ANN is to find the model with the least error. I tried to reduce
the learning rate, add a decay in learning rate, extend the maximum num-
ber of epochs, adjust the number of neurons in the hidden layer, to name a
few, but none of these techniques significantly improved the performance on
all datasets. So the learning rate was not further tuned. The default Adam
learning rate 0.001 was good enough on nature, colon recurrence and colon
survival datasets to learn the training data, and learning rates were 0.0001
on breast and PBC datasets.

model loss

0354 — train
loss validation

low learning rate 025 1

high learning rate

good learning rate

> 10 20 30 © 50
epoch epoch

oA

Figure 5.1: Effect of learning rate on Figure 5.2: Nature dataset
loss during the training process [38]
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0.250 1

]

0.225 1

0.20041

0.175 1

0.150 1
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Figure 5.3: Colon recurrence dataset Figure 5.4: Colon survival dataset
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Figure 5.5: Breast dataset Figure 5.6: PBC dataset

To avoid overfitting, I used early stopping to stop the training process
if the loss on validation set increases for 5 consecutive epochs. Comparing
with early stopping, regularization has shown its weakness in MTLSA on
low-dimensional datasets, and dropout resulted in oscillated loss curves in
later epochs. As shown in Figure to Figure 5.4] and Figure [5.6, early
stopping occurred around a hundred epochs on nature, colon recurrence and
colon survival datasets and two hundred epoches on the PBC dataset. This
number varied on each dataset, and even in each fold of the same dataset.

Early stopping suggested that the model was fairly easy to train and the
best model could be achieved without much complication. Current MTL-
ANN does better than previous models when measuring by IBS, and the
performance in C-index is acceptable except on the nature dataset. The C-
index on the nature dataset is approximately 16% lower than C-indices of
Cox PH model and RSF as seen in Table[6.1]later. But there should not be a
huge trade-off between C-index and IBS, because both are measured based on
predicted survival probabilities. It is possible that the architecture of current
MTL-ANN is too complicated so it learnt the training set quickly. It may
also be the case that, complicated architecture makes the model overfit on
IBS, so it cannot perform well on any other performance evaluation metric.
To test the hypothesis, the only hidden layer was removed in the network
and I implemented multivariate linear regression in the form of ANN.
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5.2.2 Linear Form

The concept of MTL is no longer precise in this case, because there is no
more shared representation in the architecture. But the modification served
the purpose for testing the hypothesis, I refer it as linear MTL-ANN to echo
with previous non-linear MTL-ANN.

Hyperparameters were easy to determine because the model structure
is straightforward. Predictor variables were directly connected with survival
probabilities. Weights were trained by Adam with 0.001 on all datasets except
0.0001 on PBC. As seen from Figure to Figure training processes
lasted 500 epochs without being early stopped. Moreover, loss curves on
colon datasets are smoother than Figure [5.3| and Figure previously, and
it is more desirable because it means the model is more robust to noise. The
gap between training and validation loss is still large on the PBC dataset
in Figure but due to the small sample size of the PBC dataset, the
behaviour was acceptable. Nevertheless, results in the next chapter shows
that, with almost identical learning rates, the linear MTL-ANN can be as
good as non-linear MTL-ANN when measuring by IBS, and better when
measuring by C-index.
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Chapter 6

Results and Discussion

6.1 Results

Experimental results on five datasets across six survival models measured by
C-index and IBS are summarized in Table [6.1] and Table respectively.
The best survival model for each dataset is highlighted in bold.

Table 6.1: Results measured by C-index

Non- Linear
Cox PH Linear linear
Model RSF MTLSA MTLSA MTL- I\A/Iﬁll\}_
ANN

Nature 0.795 0.795 0.604 0.721 0.634 0.717

Colon
recur- 0.659 0.666 - 0.616 0.653 0.656
rence
Colon
) 0.661 0.667 - 0.587 0.635 0.639
survival
Breast 0.668 0.683 - 0.658 0.667 0.679

PBC 0.849 0.829 0.837 0.787 0.800

C-index as 1 means perfect agreement among comparable pairs and C-
index as 0.5 is no better than random guessing. In survival analysis, C-index
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is normally between 0.6 and 0.7 |[16]. Table [6.1] shows that

When using C-index as the performance evaluation metric, RSF out-
performed other survival models.

C-index of the Cox PH model is close to the C-index of RSF in most
cases.

MTLSA does not work on low-dimensional datasets as tested on the
nature dataset, thus it was meaningless to test it on other datasets.

Linear MTLSA was capable of yielding reasonable C-index. For exam-
ple, C-index of linear MTLSA is 1% less than C-index of the Cox PH
model on breast and PBC datasets.

C-index of non-linear MTL-ANN are reasonable on most datasets ex-
cept on the nature dataset, where the performance is 16% lower. It
was a major motivation to move from non-linear MTL-ANN to linear

MTL-ANN.

C-index of linear MTL-ANN is reasonably good on all datasets and
is better than the C-index of non-linear MTL-ANN, but it does not
outperform state-of-the-art methods.

Table 6.2: Results measured by IBS

Non- Li
Cox PH RSF Linear linear 1\/l[rjl_?€r
Model MTLSA MTL- ANN’
ANN
Nature 0.0699 0.0701 0.0513 0.0397 0.0362
Colon
0.158 0.154 0.159 0.147 0.148
recurrence
Colon
) 0.152 0.143 0.148 0.130 0.133
survival
Breast 0.125 0.122 0.110 0.102 0.0993
PBC 0.0690 0.0620 0.0680 0.0786 0.0772
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Recall that IBS is always within [0, 1] and smaller IBS means better prob-
ability calibration. Table [6.2] shows that

e IBS of both non-linear and linear MTL-ANN are better than IBS of
other models on most datasets.

e IBS of the Cox PH model and RSF are still close to each other.

e IBS of RSF is the best on the PBC dataset, which is possibly caused
by the fact that the PBC dataset has the smallest sample size. Other
methods are not robust in learning from small samples, whereas boot-
strapping in RSF can provide better discriminative power on small
samples as mentioned previously.

6.2 Discussion

6.2.1 Similarity between Cox Proportional Hazard Model
and Random Survival Forests

RSF performs as good as the Cox PH model when measuring both by C-index
and IBS. This result is similar to the conclusion drawn by authors of RSF.
Following, I give a brief interpretation for the reason behind this empirical
result.

Recall in Cox PH model, survival probability estimation in Equation [2.13]
is formed by two parts, the exponential term to deal with multivariate re-
gression and cumulative baseline hazard rate by Efron approximation to deal
with censored data. In RSF, random forests deals with multivariate regres-
sion and Nelson-Aalen estimate in Equation deals with censored data.
Efron and Nelson-Aalen estimates normally yield similar results, only Efron
estimate is more computationally efficient [16]. In short, both models handle
censored data in a similar way. Cumulative hazard estimates are similar, and
it leads to similar survival probability estimates by Equation [2.6]

6.2.2 A Linear Model in Survival Analysis

MTL-ANN in both forms achieved the best results when measuring by IBS. It
was surprising to find out that linear MTL-ANN does better than non-linear
MTL-ANN when measuring by C-index, because I always thought the prob-
lem must be more complicated than a linear regression. However, looking
back at different examples, a linear model is likely to be sufficient in survival
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analysis.

Linear MTLSA and linear MTL-ANN have demonstrated their predictive
power in experiments. Recall from literature review, SVCR and SVRc both
used linear kernel for experiments and stated to outperform the state-of-the-
art method [28, |35], though the reason behind the choice of linear kernel was
unclear.The most convincing evidence would be the linear predictor in the
Cox PH model. Recall from literature review, [27] replaced linear predictor
in Cox PH model with non-linear output from ANN, but experimental results
in [34] showed that it did not outperform the original Cox PH model. All
evidence suggests a non-linear relationship is too complicated for survival
analysis and a linear relationship should be sufficient for survival predictions.

6.2.3 Computation Time

Finally, in terms of computation time, Cox PH model and linear MTLSA
only took a few seconds to train. The training time of RSF was within half
an hour, depending on the hyperparameter space of the grid search. MTL-
ANN took around two hours to do 10-fold cross-validation, with two CPUs
being allocated to the job. Although MTL-ANN took the longest time to
train, it was trained on modest hardware and the processing time can cer-
tainly improve when more resources are allocated to the job.

Furthermore, in MTL-ANN, MATLAB Engine API for Python contributes
significant overhead cost, i.e. there is additional time to connect to MATLAB
Engine at the beginning and to evaluate C-index and perform non-negative
max-heap projection at the end of the training process. So the computation
time can be improved if we reimplemented non-negative max-heap projection
as well as C-index metric in Python.
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Chapter 7

Conclusion and Future Work

It this project, I assessed the performance of six survival models on five
real-world low-dimensional datasets. Six survival models include the Cox
PH model and two existing machine learning methods for survival analysis -
RSF and MTLSA. Upon identifying weaknesses in MTLSA, I proposed lin-
ear MTLSA and MTL-ANN in both non-linear and linear forms to overcome
weaknesses in MTLSA.

Experimental results show that MTL-ANN results in better IBS than
state-of-the-art methods, and linear MTL-ANN performs well in both C-
index and IBS. Based on the available data, a linear model is likely to be
sufficient for survival analysis.

Although linear MTL-ANN has shown some surprising yet promising re-
sults, experiments on more datasets are more desirable. This project only
used five publicly available real-world datasets for experiments because medi-
cal data is highly private to patients and the process of obtaining permissions
to get access to the data is time consuming. Despite of the small number of
datasets, to the best of our knowledge, the nature dataset is one of the largest
real-world dataset which was used to evaluate survival models. Whereas the
largest real-world datasets used in other survival analysis literatures are un-
der 1000 observations, and most are about the size of the PBC dataset.

High-dimensional survival model was considered with the nature dataset,
but could not be carried out because there are so many missing values in
gene expressions in the original nature dataset. Time-dependent predictive
model was also considered when building the Cox PH model, but was given
up because the lack of sufficient samples made testing impossible. More data
should allow us to extent MTL-ANN to a predictive model which is robust
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to high dimensional datasets and time-dependent predictor variables.

In general, it is believed that MTL-ANN has the potential to outperform
state-of-the-art methods because it has demonstrated its predictive power
when measuring by IBS, it is independent of any statistical methods, its
structure is simple and has great flexibility for future extensions.

For future work, an accurate point estimation is more desirable. A point
estimation can be meaningful for both doctors and patients, because instead
of getting a survival probability curve, an accurate survival time in days can
help with decision makings by both parties. we have considered the use of
median survival time as a point estimation for survival, however, it lacks the
ability to represent the general predictive ability of a model, and can easily
lead to a biased evaluation when asymmetric MSE is used as the perfor-
mance evaluation metric. Further research should be carried on in finding a
standard predicted outcome in survival analysis and correspondingly, a good
performance evaluation metric, before moving onto developing more machine
learning methods for survival analysis.

A cancer survival prediction tool powered by machine learning methods
for survival analysis can also provide more guidance to both patients and
doctors. There are some cancer survival prediction tools online which were
published in recent years. They allow users to input some information such
as age, gender, cancer type and so on, and tools return survival predictions.
However, these tools are all based on statistical methods. For example, the
University of Leicester published InterPreT [39] in July 2017 and the predic-
tion is based on flexible parametric relative survival models. PREDCIT [40]
provides survival prediction on breast cancer based on the Cox PH model.
QCancer [41] published by University of Nottingham in 2017 provides pre-
diction on colorectal cancer survival, but their algorithm is unstated - only
the term ‘equation’ is mentioned. Therefore, to the best of my knowledge,
a cancer survival prediction tool powered by machine learning based sur-
vival models is novel and it can put machine learning approaches for survival
analysis into practice.
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Appendix B

Exploratory Data Analysis

B.1 Common Imputation Methods in R mice
Package

Table B.1: Common imputation methods [18]

Imputation Type of .
. Descript
method variables GSCHIPLION
pmm any Predictive mean matching.
Random sample from observed
sample any
values.
Classification and regression
cart any
trees.
rf any Random forest imputations.
mean numeric Unconditional mean imputation.
norm numeric Bayesian linear regression.
logreg binary Logistic regression.
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B.2 The Colon Dataset
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Appendix C

Summary of Cox PH Models

Listing C.1: Unstratified Cox PH Model on the Entire Dataset

Call:
coxph(formula = Surv(SurvTime, Vital.status) ., data =
ties = "efron")
n= 2572, number of events= 894

coef exp(coef)
Years.to.birth 0.029726 1.030172
Date.of.initial.pathologic.diagnosis -0.022728 0.977528
Somatic.mutations -0.009777 0.990271
Nonsilent.somatic.mutations 0.011542 1.011609
Tumor .stage 0.406096 1.500947
Gender .female 0.036125 1.036785
Tumor .type.blca 2.487657 12.033050
Tumor .type.coadread 0.872201 2.392171
Tumor .type.gbm 2.677302 14.545798
Tumor . type.hnsc 1.004082 2.729400
Tumor .type.kirc 0.744909 2.106249
Tumor .type.laml 2.404333 11.071039
Tumor .type.luad 1.708586 5.521149
Tumor .type.lusc 1.613158 5.018636
Tumor . type.ov 0.926785 2.526374
Tumor .type.ucec -0.294820 0.744666
Signif. codes: 0 ‘***x’ 0.001 ‘%%’ 0.01 ‘%’ 0.05 ‘.’ 0.1

exp(coef) exp(-coef) lower
.0302
L9775
.9903
.0116
.5009
.0368
.0330

Years.to.birth
Date.of.initial.pathologic.diagnosis
Somatic.mutations
Nonsilent.somatic.mutations
Tumor .stage

Gender . female

Tumor .type.blca

Tumor .type.coadread

Tumor .type.gbm

Tumor .type.hnsc

Tumor .type.kirc

Tumor .type.laml
Tumor.type.luad
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1

1

1

0
0
1
1
1
2
2.
4
2.
2.
11.
5.

3922

.5458

7294
1062
0710
5211

0

OO O O0OO0OO0OO0O OO O KK

.97071
.02299
.00983
.98852
.66625
.96452
.08310
.41803
.06875
.36638
.47478
.09033
.18112

3

se (coef)

[elelelNelNelNelNeNeoNeoNeoRoNo e No N e Ne]

1

1.
.95697
.9768
.9939
.3986
.8796
.7610
.3505
.8385
.9020
.5674
.1486
.3217

WOk FP,OFR, O®ORKR OOO

.002945
.009401
.006976
.009002
.036035
.083900
.294129
.291719
.150104
.184272
.150761
.156375
.259247
.276454
.135425
.300827

survival_data,

z Pr(>|zl)

.095
.418
.401
.282
.269
.431
.458
.990
.836
. 449
.941
.375
.591
.835
.844
.980

.95 upper

0242

1.

<
0
0
0
<
0
<
0
<

5.0
7.7
<
4.3
5.3

2e-16

.01562
.16107
.19977

2e-16

.66678

2e-16

.00279

2e-16
7e-08
7Te-07
2e-16
8e-11
7e-09

7.73e-12

0.

.95
0361

0.9957

2

1

1
1
1
1
1
4.
9
3
2
15
9

.0039
.0296
.6108
.2221
.4160

2374

.5212
.9167
.8303
.0416
.1770

32707

* % %

* % %

* % %
* %

* % %
* % %
* % %
* % %
* % %
* % %
%k % %



Tumor .type.lusc 5.0186 0.19926 2.9192 8.6279
Tumor .type.ov 2.5264 0.39582 1.9374 3.2944
Tumor .type.ucec 0.7447 1.34288 0.4129 1.3428
Concordance= 0.798 (se = 0.011 )
Rsquare= 0.292 (max possible= 0.992 )
Likelihood ratio test= 887.8 on 16 df, p=0
Wald test = 835.7 on 16 df, p=0
Score (logrank) test = 1047 on 16 df, p=0
Listing C.2: Stratified Cox PH Model on the Entire Dataset
Call:
coxph(formula = coxph_formula, data = survival_data, ties "efron")
n= 2572, number of events= 894
coef exp(coef) se(coef) z Pr(>lzl)
Somatic.mutations -0.033146 0.967397 0.011606 -2.856 0.004291 x*x*
Nonsilent.somatic.mutations 0.042531 1.043448 0.014995 2.836 0.004564 x*x*
Tumor .stage 0.563536 1.756873 0.059879 9.411 < 2e-16 *x*x*
Gender.female -0.006926 0.993098 0.136808 -0.051 0.959623
Tumor .type.blca 2.202905 9.051271 0.503667 4.374 1.22e-05 =*x*x
Tumor .type.coadread 1.552621 4.723837 0.444796 3.491 0.000482 **x*
Tumor . type.gbm 3.242389 25.594806 0.286616 11.313 < 2e-16 *x*x*
Tumor . type.hnsc 1.199258 3.317654 0.340768 3.519 0.000433 x**x*
Tumor . type.kirc 0.997983 2.712803 0.261986 3.809 0.000139 *x*x*
Tumor . type.laml 3.162524 23.630152 0.293598 10.772 < 2e-16 *x*x*
Tumor . type.luad 2.149706 8.582331 0.427209 5.032 4.85e-07 *x*x*
Tumor .type.lusc 2.228316 9.284218 0.455674 4.890 1.01e-06 **x
Tumor . type.ov 1.097793 2.997542 0.264701 4.147 3.36e-05 **x*
Tumor . type.ucec 0.558313 1.747721 0.376605 1.482 0.138211
Signif. codes: 0 ‘***’ 0.001 ‘%%’ 0.01 ‘%’ 0.05 ‘.’ 0.1 ¢ ’ 1
exp(coef) exp(-coef) lower .95 upper .95
Somatic.mutations 0.9674 1.03370 0.9456 0.9897
Nonsilent.somatic.mutations 1.0434 0.95836 1.0132 1.0746
Tumor .stage 1.7569 0.56919 1.5623 1.9756
Gender . female 0.9931 1.00695 0.7595 1.2985
Tumor .type.blca 9.0513 0.11048 3.3728 24.2902
Tumor .type.coadread 4.7238 0.21169 1.9755 11.29556
Tumor . type.gbm 25.5948 0.03907 14.5943 44.8869
Tumor .type.hnsc 3.3177 0.30142 1.7013 6.4698
Tumor . type.kirc 2.7128 0.36862 1.6234 4.5334
Tumor . type.laml 23.6302 0.04232 13.2909 42.0124
Tumor . type.luad 8.5823 0.11652 3.7150 19.8265
Tumor .type.lusc 9.2842 0.10771 3.8008 22.6786
Tumor . type.ov 2.9975 0.33361 1.7842 5.0359
Tumor .type.ucec 1.7477 0.57217 0.8354 3.6563
Concordance= 0.806 (se = 0.248 )
Rsquare= 0.166 (max possible= 0.478 )
Likelihood ratio test= 467.7 on 14 df, p=0
Wald test = 297.4 on 14 df, p=0
Score (logrank) test = 430.4 on 14 df, p=0
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Appendix D

Hyperparameters in Random
Survival Forest

Table D.1: Hyperparameters in RSF

Hyperparameter Description [32]

Value

bootstrap

samptype

sampsize

nodedepth

Bootstrap protocol - by.root bootstraps the data
by sampling with replacement at the root node
before growing the tree, by.node bootstraps the
data at each node during the growing process,
none the data is not bootstrapped at all.

Type of bootstrap when by.root is in effect.
Choices are swr (sampling with replacement, the
default action) and swor (sampling without
replacement).

Requested size of bootstrap when by.root is in
effect (if missing the default action is the usual
bootstrap).

Maximum depth to which a tree should be

grown. The default behaviour is that this
parameter is ignored.
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by.root

SWIr

default

default



Table D.1: Hyperparameters in RSF

Hyperparameter Description [32] Value
ntree Number of trees in the forest. 500
Splitting rule used to grow trees - logrank which
splitrule implements log-rank splitting or logrankscore logrank
which implements log-rank score splitting.
Integer value used for survival families to
constrain ensemble calculations to a grid of time
ntime values of no more than ntime time points. If no default
value is specified, the default action is to use all
observed event times.
Non-negative integer value. When zero,
deterministic splitting for an x-variable is in
nsplit effect. When non-zero, a maximum of nsplit split 1
points are randomly chosen among the possible
split points for the x-variable.
ntr Number of variables randomly selected as Grid
y candidates for splitting a node. search
. Forest average number of unique cases (data Grid
nodesize . . .
points) in a terminal node. search
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